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Abstract

Atomic scale simulations have been carried out on three systems that are being considered

for use in future nuclear energy applications, both fission and fusion based.

Uranium dioxide and chromium doped fuel are considered in the early chapters in order to

understand the processes important in high burnup nuclear fuel. The oxygen stoichiometry

of the uranium dioxide lattice was found to have a large effect on both fission product

solution and crystal swelling. Predictions were found to replicate experimental data well.

Transport properties of cations via uranium vacancies in hyperstoichiometic UO2+x have

been studied for the first time on the atomic scale. Understanding the arrangement of

U5+ cations around a migrating species has proved important for identifying low energy

migration process.

Zirconium diboride and beryllium have also been studied. Zirconium diboride is of interest

due to its use as a burnable poison for some advanced fuel types and also because of its

ability to resist very high temperatures. The variation in stoichiometry of ZrB2 was found

to accommodate excess boron but very little excess zirconium. The accommodation of the

boron-10 transmutation products, lithium and helium, are also studied with helium being

released from the lattice via a low energy process.

Beryllium is of importance as a potential cladding for fission fuel and in fusion reactors.

The intrinsic defect behaviour has been discussed for the first time in this thesis while

extrinsic species present in beryllium alloys through alloying, manufacturing processes or

environmental exposure have also been studied. Again, helium was found to be readily

released from the lattice but only as an interstitial species and not as a substitutional

defect.
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Chapter 1

Introduction

- “The Italian navigator has just landed in the new world. The earth was not as large as

he had supposed, so he arrived earlier."

- “Were the natives friendly?"

- “Everyone landed safe and happy."

Telephone conversation between Arthur H. Compton and James B. Conant.

December 2nd, 1942 [1].

1.1 Nuclear Power

1.1.1 Introduction

Supervised by Enrico Fermi and Leo Szilard, under an abandoned sports ground stand

at the University of Chicago, a young scientist removed a cadmium coated control rod

from Chicago Pile 1 allowing the first artificial fission chain reaction to begin [2, 3]. The

scientists looked on, Fermi carefully monitoring the neutron activity from the un-shielded

pile containing 400 tons of graphite, 6 tons of uranium metal and 50 tons of uranium

oxide (see Figure 1.1 [4]). Thirty minutes passed before the neutron absorbing cadmium

1
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rods were pushed back in, gently bringing the first man-made fission reaction to an end.

Mankind had harnessed fission.

Figure 1.1: Chicago Pile 1 - Drawing showing the graphite and blocks surrounding the uranium
core. The cadmium control rods are shown to be inserted horizontally into the pile [4].

Of course, this first controlled fission reaction was the preliminary step to creating the

first un-controlled man-made fission reaction [5], the atomic bomb. The first piles were

used to breed uranium into plutonium, used as the fissionable material in fission bomb

tested at Alamogordo Bombing and Gunnery Range in New Mexico (now White Sands

Missile Range). However, once the fog of war passed in the early years of the 1950’s,

the lessons learned from CP-1 and the plutonium breeding piles used for the Manhattan

Project allowed scientists to build the first nuclear reactor capable of producing electricity,

the Experimental Breeder Reactor I (EBR-I) [2, 6]. At 1.50 pm, December 20th 1951, four

200watt light-bulbs hung in a line shining with nuclear generated electricity. Reactors now

can produce 1400MW each - enough to light 7million of the original bulbs.

The first generation of nuclear power reactors around the globe were designed not only to

produce electricity but also produce plutonium for military purposes [2]. This somewhat

limited the useful designs of the reactors and steered design onto two main paths, gas and

water cooled reactors with solid fissile fuel. On the 27th August 1956 (exactly 29 years

before the author was born), Calder Hall power station was opened by Queen Elizabeth II

[7, 8]. It was a MAGNOX design reactor (named after the magnesium alloy used as a fuel
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cladding material [2]) used not only for power but also to breed plutonium for weapons.

(Interestingly, plutonium is given the symbol Pu, where it should by, ordinary convention,

take the spymbol Pl. Pu was given as a joke by Seaborg as it was difficult to work with

and "Peee-euggh!" just fitted the element’s character better [9]).

British designs were focused on power and plutonium production, while the US Navy (in

particular Captain Hyman Rickover) was looking to nuclear power as the way to propel and

power submarines quietly through the water for large distances without surfacing [10]. Both

water based reactors and sodium cooled reactors were considered (by Westinghouse and

General Electric respectively). Two competing light water reactors were deemed potentially

suitable for power production: the pressurised water reactor (PWR) and the boiling water

reactor (BWR). Although both are viable reactor types for generating electricity, the PWR

is easily scaled [2] and therefore was chosen as the main power source for the United States

and subsequently Great Britain’s submarine fleet [10, 11]. After military development,

the PWR design was converted into a purely commercial power reactor and built first at

Shippingport Atomic Power Station [12] (under the eyes of the by then Admiral Hyman

Rickover).

Since Rickover’s development of nuclear energy in the USA, parallel to other nuclear na-

tion’s efforts, the nuclear power industry has strived to improve safety and efficiency (Rick-

over’s safety standard was impressive and stands firm as some of the key safety practice

implementations still used in the industry today). This thesis aims to take a small step

forward focused on some material behaviour used for future nuclear energy fuels. Much

more can be done and should be done with regards to improving safety and efficiency. The

nuclear industry is constantly evolving having to face new challenges and incorporate new

technology (as is the case with any other industry). This chapter intends to introduce a

variety of subjects related to fuels and nuclear materials as a foundation to the remainder

of the work.
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1.1.2 Light Water Reactor Design

Reactors using water to cool and moderate nuclear reactors make up the majority of power

reactors globally. There are two main types of electricity generating light water reactor

(LWR); the boiling water reactor (BWR) and pressurised water reactor (PWR). Both

designs will now be discussed.

A schematic of the PWR design is shown in Figure 1.2. PWR designs have a number of

Figure 1.2: Pressurised water reactor design - Reactor containment is shown housing the reactor
itself, containing the fuel, and the steam generator. The components outside of the
reactor containment are used to convert the steam generated in the containment to
useful electricity (Taken from [13]).

safety features intrinsically linked with the design [2, 12, 14]:

• The PWR has a two loop design with one loop taking heat away from the reactor and

the other driving the turbine generators (linked together by a heat exchanger). The

design reduces the radiological contamination of the electricity generators (compared

to a one loop design) by containing the majority of activated material within the

preliminary loop and therefore within the containment building (or nuclear island).

• Due to the change in neutron moderating properties of water compared to steam,
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increases in power and temperature will produce a negative feedback response as the

water boils (reducing the neutron moderation) and thereby lowering the fission rate

(and subsequently the temperature of the coolant). This is called the negative void

coefficient [15]. However, excessive heating and boiling is dangerous as heat transfer

away from the fuel will be reduced, causing fuel element damage.

• The design of the reactor and the neutron behaviour within it mean that control rods

can enter the fuel from above (unlike BWR reactors [2]) and therefore can fall under

gravity when the electromagnets lose current under emergency conditions, shutting

the fission reaction down. Allowing the control rods to fall down involves a simpler

mechanism that has fewer potential points of failure compared to a system that drives

the control rods upwards into the reactor vessel.

• Modern designs such as the Westinghouse AP1000 [16] incorporate internal conden-

sation and natural recirculation of water vapour within the containment structure.

In the event of a loss of coolant accident from the reactor, cooling will continue

passively, preventing a core melt-down.

The BWR design is also a simple design (simpler than the PWR), employing one loop

[2, 13]. Steam is generated by the heat of the nuclear fuel and is transported to electric-

ity generators, cooled and then passed back into the reactor as water to produce steam

again [2]. This simple design has a slightly better efficiency than the PWR, however, the

electricity generators are in contact with activated water from the reactor and therefore

their components will in turn become activated, needing to be replaced more frequently

and requiring additional shielding [12]. Due to the intrinsic design of the BWR, it cannot

‘load follow’ as easily as the PWR (it cannot increase and decrease power as quickly).

The steam generated in the reactor vessel also causes some corrosion issues that would

not be prevalent in the PWR design as steam presents a more corrosive environment. The

operating pressures of a BWR are, however, lower than a PWR (as the name suggests)

and therefore, in this aspect, it is safer [12].

Both PWR and BWR designs can experience the same kind of accident scenarios including
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loss of coolant accidents (LOCAs). This is where the water in the reactor vessel is lost

or stops flowing, allowing the fuel temperatures to rise [3], causing ballooning of the fuel

elements and possible rupture of fuel into the vessel. This can lead to reactions of the fuel

with the water and in extreme situations fuel melting. A type of LOCA was the main

problem with the General Electric designed BWRs at Fukushima in 2011 after the devas-

tating earthquake caused a tsunami that swept away the backup generators used to power

the pumps [17]. Good design, understanding of materials and careful reactor operation

can significantly reduce the likelihood of serious accidents like Fukushima occurring again.

1.1.3 Other Current Reactor Designs

There are a number of other reactor designs being used and built around the world at

the time of writing. Reactors of note include the AGR (advanced gas reactor), RBMK

(reaktor bolshoy moshchnosti kanalniy), CANDU (Canadian deuterium uranium) [2] and

Fast Breeder Reactors (FBR) [18] such as that being built in Kalpakkam, India (see Figure

1.3, due to begin operation by the end of 2011). All reactor types ‘breed’ to some degree

(converting fertile isotopes to fissile isotopes), in the case of UO2 fuel in PWR/BWR

designs, fertile U238
92 is converted to fissile Pu239

94 but the FBR is able to convert more fertile

material to fissile material than ordinary ‘thermal’ fission reactors, and therefore increase

the efficiency of the fuel [2, 18] and minimise the long lived radioisotopes. Thorium,

relatively abundant in India will be able to be used in these fast reactors [19] breeding

U233
92 , able to be used as a fissile fuel in conventional reactors. Table 1.1 gives a summary

of the fuel types, coolants, power outputs and fuel enrichments of some of the current

reactors, including the PWR and BWR.

Future reactor types are based on the FBR designs with Pb and gas coolants being used

instead of the liquid Na [2]. There are also advancements of the AGR design such as the

Very High Temperature Reactors (VHTR), which can be fuelled conventionally (using fuel

assemblies) or by a pebble bed arrangement where the fuel is circulated in graphite spheres

(see [20] for example). The likely coolant for the VHTR is the inert gas helium [2].
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Figure 1.3: Prototype fast breeder reactor flow diagram. The sodium circuits and steam circuits
are labelled (Taken from [18]).

Table 1.1: Comparison of Current Reactor Designs (Taken from [2, 18]).

Reactor Power (MWe) Fuel Coolant Moderator Enrichment (%)
LWR-PWR 1150 UO2 / MOX H2O H2O 3-4.5
LWR-BWR 1200 UO2 H2O H2O 2-4.5
AGR 660 UO2 / MOX CO2 Graphite 2.5-3.6
CANDU 870 UO2 D2O D2O Natural
RBMK 1500 UO2 H2O Graphite 2
FBR 500 Mixed Oxide/Carbide/ Liquid Na None >20 PuO2

Metallic
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1.2 Nuclear Fuel

1.2.1 Introduction

A fission reaction that releases energy requires fissile isotopes of elements. Fissile isotopes

have an even proton number and an odd total mass for example U235
92 . When a neutron

impacts with this nucleus, it becomes unstable and breaks up, producing fission products

[21, 51, 22] and energy due to a slight loss in the total mass. The fission process is described

in detail in Section 1.2.3.

In the first reactors both metal and ceramic fuels were used. In Britain, MAGNOX reactors

were fuelled with uranium metal (unenriched) [2]. Metal fuels generally have higher thermal

conductivity than the ceramic fuels but the uranium has a much lower melting temperature

of 1405K [23, 80] compared to UO2 (which has a melting temperature of 3138± 15K

[24, 80]). More importantly, the metal goes through two crystal structure phase transitions,

α → β (orthorhombic to tetragonal) and β → γ (tetragonal to body-centred cubic) at

935K and 1045K respectively resulting in a volume increase (at high pressures a α → γ

transition can take place with the α-β-γ triple point at 3.6±0.2 GPa at 1080K) [23, 25].

These phase transitions both reduce the stiffness and increase the Poisson’s ratio of the

metal, both un-desirable property changes [2]. It is for this reason ceramic fuels (mainly

UO2 but also mixed U/Pu oxide ‘MOX’ fuel) are now used in most modern BWR and

PWR reactors [2, 51, 26].

UO2 is the most common ceramic fuel used, although other uranium containing ceramics

have been considered including: UC [27], UC2 [28], UN [27], U3O8 [29], U3Si [30] and U3Si2

[30] (of the two silicides U3Si2 is preferred as it does not go through the same α→ β as pure

uranium does, however, both have a transition to the γ phase at about 1350K [32]). These

fuels have some advantageous properties over UO2. Foremore, UC and UN have higher

thermal conductivities. Nevertheless, the production of UC and UN fuels are difficult and

oxidation of the fuel makes them less economically viable at the time of writing.
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1.2.2 UO2 Fuel Fabrication

As discussed in section 1.2.1, UO2 is the most widely used fuel type for commercial nuclear

power generation. There are a number of pellet processing routes but the majority of light

water reactor fuel production proceeds as follows [2]: Uranium extraction and purification

→ Enrichment → Conversion to oxide → Shaping → Sintering → Cladding application.

Each of these steps will now be discussed in more detail.

Uranium Extraction

Uranium can be extracted from a number of uranium containing ores. These include

uranite (UO2) [31], pitchblende (U3O8/U3O7) [31], coffinite (U(SiO4)1−x(OH)4x) [33] and

brannerite (UTi2O6) [34]. The ores are extracted by mining and the rock is milled into

a uniform particle size before undergoing a chemical treatment specific to the ore, to

produce “yellowcake” [31], a powder with a high U3O8 content. Figure 1.4 illustrates the

global uranium resources, which total 2438100 tU that are economically viable (less than

$80 per kg) taken from a WNA report [31].

The extraction process is outlined in Figure 1.5. The U3O8 is then enriched when required

or sent for palletisation.

Enrichment

Enrichment is required for the majority of reactor types. Notable exceptions are the

CANDU reactor and the MAGNOX type reactors. Enrichment increases the molar fraction

of the fissile isotope U235
92 from the natural fraction (∼0.7%) to a higher fraction (reducing

the molar fraction of U238
92 ). The level of U235

92 enrichment is categorised in the following

ways [2]:

• Slightly enriched uranium (SEU) - 0.9-2% U235
92 .
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Figure 1.4: Economical uranium global resources (OECD/NEA Reasonably Assured Resources
Category). Total resources are 2438100 tU. It should be noted that some countries
not shown here have known uranium resources (e.g. Pakistan, India and Czech
Republic). Adapted from [31].

Figure 1.5: Extraction process detailing the various steps to producing U3O8 for further process-
ing. Adapted from [31].
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• Low-enriched uranium (LEU) - <20% U235
92 . Commonly used in LWRs (though only

enriched to 3-5% [3]).

• Highly enriched uranium (HEU) - >20% U235
92 . Can be used in fast reactors, which

can require an enrichment of about 20% [18].

The enrichment process is quantified in terms of ‘separation works units’ (SWU) [2, 12].

A SWU is one separation process per kg of material. To process 100 kg of natural uranium

to LEU approximately 61 SWU are required [35]. The efficiency of a separation technique

will vary the degree of enrichment per SWU.

There are a number of methods used for isotope enrichment for uranium. The most estab-

lished methods are the gaseous diffusion and centrifuge techniques. Most of the methods

require the uranium to be in the form of uranium hexafluoride (UF6). As fluorine only

has one stable isotope the UF6 molecules containing U235
92 will always be lighter than those

containing non-fissile U238
92 .

Conversion to Oxide

The enriched uranium (usually in the form of uranium hexafluoride) is then transported

in canisters to the conversion plant where the uranium is converted to UO2 via various

reactions [2]. Conventionally these conversion processes are split into two types, wet and

dry routes [2]. Wet routes are more commonly used globally and each process type yields a

different UO2 powder type. The two common wet routes are named after the intermediate

compounds; ammonium diuranate (ADU) and ammonium uranyl carbonate (AUC). A dry

route used by British Nuclear Fuel Limited (BNFL) is known as the integrated dry route

(IDR) [2].

The first process in the IDR route is the reaction of the uranium hexafluoride with steam

to produce the first intermediate uranium containing compound [36, 2].

UF6 + 2H2O→ UO2F2 + 4HF (1.1)
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The HF is removed allowing another reaction with water producing UO3:

UO2F2 + H2O→ UO3 + 2HF (1.2)

The UO3 is then reduced with hydrogen producing the UO2 powder ready for pelletisation:

UO3 + H2 → UO2 + H2O (1.3)

The IDR that BNFL uses produces a near stoichiometric powder (see section 1.2.4). How-

ever, the morphology of the powder particles is such that a free flowing material is not

produced, which causes some processing issues [2]. Free flowing powders are preferred as

transport of the material is more simple as it can flow from one processing area to another.

The ADU and AUC routes are the wet routes used by the majority of fuel manufacturers

to produce the UO2 powder [2, 37]. Both use nitric acid and water. Each route can also

use the residues left over from previous process, increasing the efficiency of the wet routes

with respect to the IDR [37]. The AUC route, as used by Westinghouse Electric Sweden

AB [38], is now discussed in more detail:

The uranium hexafluoride is vaporised and reacted with aqueous ammonium hydroxide

and ammonium carbonate forming ammonium uranyl carbonate solid which can then be

filtered away (leaving a yellow powder)[2, 37].

UF6 + 5H2O + 10NH3 + 3CO2 → (NH4)4UO2(CO3)3 + 6NH4F (1.4)

The compound is then transferred to a fluidised-bed reduction furnace and supplied with

steam and hydrogen gas at ∼925K allowing the ammonium-uranyl carbonate to reduce to

UO2 whilst forming the other reaction products [2],

(NH4)4UO2(CO3)3 + H2 → UO2 + 3CO2 + 4NH3 + 3H2O (1.5)

The UO2 powder is then stored in hoppers ready for pelletisation and sintering. The
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uranium dioxide powder is stored slightly oxidised (UO2.16) to prevent further oxidation to

U3O8 during storage, detrimental to pelletisation. The powder produced is made up of a

polycrystalline material with a high density of internal porosity (see micrograph in Figure

1.6). The molar composition of the powder is important when considering the sintering

Figure 1.6: Micrograph showing the polished cross section of a number of UO2 powder parti-
cles produced by the AUC route at Westinghouse Electric Sweden (Taken by Hans
Bergvist and Wubeshet Sahle at KTH, Sweden).

behaviour and in turn the in-reactor properties of the fuel. As will be highlighted through

this work, stoichiometry plays a key role in a number of atomistic mechanisms resulting in

large changes in bulk behaviour.

Shaping and Sintering

After the UO2 powder has been produced, the material is processed into a pellet. Powders

can be transformed into a bulk solid by sintering methods, of which there are a number of

types. These include putting the powder under pressure, leading to the removal of porosity

(by hot isostatic pressing for example). The process is performed at higher temperatures

in order to increase the rate of atomic diffusion and as a result, the sintering process [2].

Before sintering, the powder is pressed and shaped in to what is termed a ‘green body’
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[39]. Green bodies have high porosity but a near correct shape. Light water reactor fuel

is usually a simple cylinder type form, as shown in Figure 1.7, however, annular fuel is

common also and is used extensively in Britain’s AGRs [2].

Figure 1.7: Light water reactor UO2 fuel pellet.

Sintering simply involves the binding of powder grains to each other with material moving

from the separate grains to the neck, the area where the two grains bind [40]. Sintering

reduces the porosity and changes the mechanical properties of the solid [2, 41]. The driving

force for the process to occur is the decrease in the free energy of the surfaces, forming more

stable grain boundaries and larger crystal grains. Figure 1.8 illustrates the mechanisms for

sintering, showing the binding of two spherical powder particles.

The mechanisms allowing sintering include [2, 42, 43]:

• Viscous flow (η) - Material is transported from the bulk of the grain to neck regions.

High temperatures lead to lower viscosities and therefore more transport will occur.

• Gas diffusion (Dg) - Material is transported from grain surface to the neck through

the porosity. Higher temperatures will lead to more gas being evolved and therefore

more gas transport will take place.

• Evaporation/condensation (∆p) - Material moves from grain surface to neck regions

through the porosity. Lower sintering vapour pressures will lead to more vapour

being produced and therefore more evaporation and condensation.

• Surface diffusion (Ds) - Material is transported from the grain surface to the neck



1.2. Nuclear Fuel 15

Figure 1.8: Various material transport processes possible during sintering illustrated with two
spherical particles after necking. The processes are: 1.Viscous flow (η) 2.Gas diffu-
sion (Dg) , evaporation/condensation (∆p) 3.Surface diffusion (Ds) 4.Lattice diffu-
sion between the grain boundary or grain surface to the neck (Dl) 5.Ġrain boundary
diffusion (Dg). Adapted from [43].
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over the grain surfaces. Higher temperatures will allow more diffusion and therefore

more sintering will occur. Ds will also be effected by surface morphology.

• Lattice diffusion (Dl) - Movement of atoms from grain boundaries and surfaces

through the bulk material to the neck. Enhanced by high temperatures. Changes in

bulk properties due to dopants and stoichiometry changes will have an affect on the

Dl.

• Grain boundary diffusion (Dg) - Material transported down the grain boundaries to

the neck. Enhanced by increased temperature and dependent on grain boundary

morphology.

• Plastic deformation - This is the movement of material due to external forces (i.e.

pressure), because UO2 is usually sintered at atmospheric pressure this is an unim-

portant mechanism.

Both the increase in the diffusion coefficient of atoms in the powder’s bulk surface and the

increase in the volatility of a powder’s grain surfaces will increase the rate of sintering.

Only processes that involve surface diffusion (i.e. Ds, ∆p and Dg) will have an effect on

the densification of the material [2, 44].

Control of the sintering atmosphere is of high importance [40, 45]. UO2 can easily change in

stoichiometry depending on the oxygen partial pressure and temperature [45]. An example

atmosphere used by manufacturers is hydrogen gas with additions of CO2. The CO2 is

added in varying amounts and acts as an atmospheric oxidiser.

Once the pellet has been produced, the cladding can be applied and a fuel assembly is

produced [2]. The fuel assemblies are then transported from the fuel manufacturing plant

to the reactor for use. Common cladding materials are low alloy zirconium and stainless

steels [2]. Beryllium and silicon carbide based composites are also being considered for

future cladding materials [2, 46].
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1.2.3 In-Reactor Fuel Behaviour

Fission processes in the fuel create energy (E) by converting small amounts of mass (m) in

the way predicted by Einstein’s famous equation E = ∆mc2 where ‘c’ is the speed of light

[47]. The energy is released as thermal, kinetic and electromagnetic radiation [48, 49]. An

example of a fission reaction is illustrated in Figure 1.9.

Figure 1.9: Fission reaction showing a U235
92 atom reacting with a neutron to produce three neu-

trons and two different fission products, Ba14156 and Ke9236.

A neutron produced from the fission process can go on and produce another fission event,

hence maintaining the fission chain reaction [50]. Heat is produced as the fission products

move through the fuel’s crystal lattice, creating damage, which then recovers to an extent

[51]. Each fission product will form a cascade of fission products. The Kinchin-Pease model

is a simple description of this process [52], which simply states that an atom given enough

energy to displace it from its lattice site will move and transfer its energy to other atoms

through a cascade.
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Fission Products

A fission event will usually insert two lighter nuclei into the fuel lattice (termed fission

products) [51, 21, 22, 53] and also produce both free neutrons and γ-rays [49, 54, 55]

(sometimes three fission products are produced, termed a ‘ternary fission’ process [56]).

Fission products in UO2 can be classified into three categories depending on how they

behave: noble gases (e.g. Kr, Xe), non-volatile elements (e.g. Zr, Ba, Ce, Sr) and volatile

elements (e.g. Cs, I, Te) [51, 57]. A typical fission yield is shown in Figure 1.10.

Figure 1.10: Typical fission yield after 2.9% FIMA [51]

Each of the three types of fission product will behave differently within the pellet over the

fuel’s lifetime. The noble gases are insoluble in the UO2 lattice and form bubbles within

the UO2 grains, swelling the fuel or migrating to the grain boundaries and subsequently

the rod free volume, causing a detrimental effect to the thermal conductivity of the fuel

rod [21, 22, 57, 62]. It is therefore critical to understand noble gas migration processes,

in order to produce a complete fuel performance code. The processes for gas release are

detailed in the following section.

The volatile elements are also of high importance. The production of iodine and caesium

both contribute to the highly detrimental effects of stress corrosion cracking; problematic
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in both stainless steel and zirconium based cladding [57, 51]. The species react with the

metal thereby initiating cracks and enhancing their growth [63]. Additives are added to

some UO2 based fuels to absorb or prevent the volatile elements interacting with the clad

material. One such doped fuel uses additives of Al2O3 and SiO2 to form an alumino-silicate

type glassy phase within the fuel that is reported to be proficient at reducing the effect of

caesium and iodine on the cladding [21]. Dopants are discussed in more detail in section

1.2.5.

The non-volatile elements either stay in solution within the UO2 lattice (having effects

on the overall diffusivity of the bulk and other properties) or form precipitates within the

grain and at grain boundaries [21, 57]. These precipitates have an effect on the mechanical

properties of the material. Figure 1.11 shows a scanning electron micrograph of average

burnup UO2, clearly showing metallic precipitates (light spots) [64].

Figure 1.11: Metallic precipitates (light spots) on the grain boundaries of MOX fuel [64]

When in solution (but not necessarily in thermal equilibrium), the non-volatile elements

are accommodated as point defects and in defect clusters [61]. An example of such a
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mechanism is the solution of the common trivalent cation fission product Nd3+. The

Nd3+ ion is accommodated at a uranium site, while charge neutrality is maintained by

oxidising a uranium ion to U5+ (the Nd3+ and U5+ average charge is 4+, the same charge

as the uranium cations in UO2). These defects can form a cluster which can be written

as {Nd′U:U
•
U}
× in Kröger-Vink notation [65] which is used throughout this thesis (further

reactions analogous to this are discussed in more detail in subsequent chapters and in detail

in Appendix A).

Fission Gas Release

Xe and Kr produced in the UO2 crystal lattice are released to the rod free volume via a

number of routes. The gases are released from the grains to the grain boundaries by either

thermal or athermal processes [66]. Athermal release of gases from the grains to the grain

boundaries is, as the name suggests, mostly temperature independent [67]. The fission

gases produced during a fission event move in a ballistic manner through the lattice and

come to a rest after the energy has been dissipated to the surrounding material. If initiated

near the grain boundaries gas may come to rest at the grain boundary instead of in the

UO2 lattice [68]. If gas comes to rest within the crystal, subsequent fission events causing

crystal damage and species re-location may allow further migration of the gas atom to the

grain boundary. In fuel codes, the athermal release can be approximated to assume total

release from a volume of crystal near a grain boundary (typically ∼10µm deep) [69].

In the remaining crystal xenon and krypton diffuse by thermal migration [51, 67, 69, 70],

in that there is a temperature dependence on the movement of the gases related to defect

migrations within the UO2 ceramic [51, 21, 62]. Thermal migration is only a determining

factor for fission gas release at moderate to high fuel temperatures, when the activation

energies for defect migration can be easily overcome. Thermal migration is discussed fully

in the point defects section later in this chapter.

Once at the grain boundaries, the fission gases form intergranular lenticular bubbles [70].

As these bubbles grow they interlink until all the bubbles are connected allowing gas to
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Figure 1.12: Painted schematic of fission gas release. The fission gas species (red) can be seen to
be trapped at either an internal gas bubble (intragranular) shown in white or at a
grain boundary bubble (intergranular) shown in black.

flow freely into the rod free volume [71]. Once the gas is released, the intergranular porosity

collapses to some degree and intergranular bubble growth can begin again [71]. Figure 1.13

shows a micrograph of a grain boundary with interlinking intergranular porosity (taken

from [71]).

Increasing the distance or the time that fission gases take to reach the grain boundaries

will reduce the volume of fission gas released from the grain boundaries [38, 73, 70]. The

increase in distance can be achieved by making fuel with a larger grain size (see the sintering

section) or slowing the diffusion of the fission gases in the grains, both of which are results

of fuel doping [38, 74, 75]. By limiting the fission gas release, the thermal conductivity of

the rod free volume will be maintained to a greater extent and pressures in the rod will

rise at a slower rate than in standard fuel [38].

Intragranular Gas Bubbles

Fission gases can either be released to the rod free volume (through the growing and

interconnection of intergranular bubbles) or trapped in intragranular bubbles within the
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Figure 1.13: Micrograph showing the interlinked porosity that develops as fission gas is released
from the grains to the grain boundary in polycrystalline UO2 (taken from [71]).

UO2 grains [68, 76, 72]. These bubbles trap the gases and only a small proportion of the

gas is resolved back into the UO2 [68, 77]. Increasing the number and size of intragranular

bubbles will therefore decrease the volume of fission gas released to the rod free volume

[68, 70]. A micrograph showing intragranular bubbles is presented in Figure 1.14.

In accident scenarios, increased numbers of intragranular bubbles may be an issue. At high

pressure, any rapid increase in temperature will cause the bubbles to exert more pressure on

the surrounding material. In extreme conditions this could cause fuel fragmentation [78],

releasing much of the gas into the rod free volume thereby rapidly increasing the pressure

on the cladding. This increase in clad pressure may cause the rod to balloon (causing fuel

lift-off which will increase the fuel temperature further causeing an un-desirable positive

feedback response) and eventually even rupture [79].

1.2.4 Effects of Stoichiometry

The uranium-oxygen phase diagram is shown in Figure 1.15. Uranium is often stored

as the oxide U3O8 due to its stability in normal atmospheric oxidising conditions, and
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Figure 1.14: Intragranular bubbles in UO2 irradiated to 23 GWd/t. The intragranular bubbles
are near spherical. Also shown are intergranular bubbles around the grain bound-
aries (taken from [72]).

Figure 1.15: The Oxygen-Uranium system phase diagram by Okamoto [80].
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then reduced before the sintering stage of manufacture [2]. The stoichiometry is known

to vary in the fuel, but remains slightly hyperstoichiometric (UO2+x) [2, 61] during most

fuel manufacture processes. In Figure 1.15 the small area between 66wt.% and 69wt.%

is the range of UO2 to UO2+x. Hypostoichiometric UO2−x is shown to only exist at high

temperatures [40] forming a two phase material at lower temperatures [80]; reduction of

UO2 to UO2−x is energetically unfavourable and rarely encountered within the fuel cycle

[2]. The IDR, ADU and AUC routes mentioned in section 1.2.2 produce an oxide powder

with an O/U ratio of 2.05, 2.03-2.17 and 2.06-2.16 respectively, all hyperstoichiometric [2].

Cation diffusion in UO2 is important and determines many of the creep, gas release and

sintering properties of the fuel [40]. Any variation in the cation diffusion will have a marked

effect on these processes [40, 75]. Figure 1.16 shows a diagram taken from reference [61]

that indicates how cation diffusion varies with O:M ratio. This Arrhenius number relates

Figure 1.16: The change in Arrhenious energy for the migration of cations with stoichiometry in
UO2 taken from [61].

to Fick’s law, detailed in section 1.4, where larger energy values result in lower diffusivity

of the specific species within the solid.

The solubility and charge state of defects and fission products in UO2 is also predicted
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to vary with the stoichiometry of the host lattice [51, 62]. It has been suggested that Xe

might even exist in the Xe+ and Xe2+ charge states in UO2+x but that this would not

be possible in UO2 and UO2−x [62]. Further predictions are consistent with the stability

of I+ and I2+ in UO2+x [51, 21, 22]. Varying charge states therefore result in different

solubilities.

The creep rate in polycrystalline UO2 fuels has been shown to increase linearly with oxygen

excess (i.e. hyperstoichiometry) [81, 61, 82]. This will be linked with the increased cation

diffusion predicted by Catlow [61] in Figure 1.16.

The stoichiometry of fuel is known to vary during burn-up [57, 81]. Burn-up replaces

tetravalent uranium ions with lower valency ions, often forming metallic precipitates and

leaving the remaining oxygen in the UO2 solution, which in turn increases the stoichiometry

[21, 57]. Oxygen diffuses up the temperature gradient towards the centre of the pellet and

is reported to be gettered to some extent by clad materials including Zr based clads,

forming the oxide ZrO2 and other phases in the Zr-O system. A slight hyperstoichiometry

is still reported near the rim of the pellet but not necessarily at the rim. Kleykamp [57]

presents some results for a mixed oxide fuel used in a FBR. The fuel had the compositions

238U0.7
239Pu0.3O1.97 and 235U0.7

239Pu0.3O1.97 taken to 9 and 24 at.% burn-up respectively.

The O:C molar ratio (where ‘C’ is the cation concentration) of both fuels fuel was shown

to increase [57].

1.2.5 Dopants in UO2

Dopants can be added to the fuel to improve the manufacturing processing and in-reactor

performance [38, 82, 74, 83, 84]. One such dopant will be discussed in section 1.2.6, Gd2O3,

which is in solid solution with the UO2 and is used to control fuel burn-up. A number

of studies have shown that Gd2O3 is highly soluble in UO2 and forms a solid solution by

oxidising uranium ions to 5+ to balance the 3+ of the Gd cation [85].

Other than controlling burn-up, dopants can be used to control the density of fuel pellets
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(important especially in AGR fuel where high densities are required) and increasing grain

sizes in sintered fuel, improving fission gas release behaviour in reactor [2]. Additives such

as CONPOR [86] or U3O8 [12] are used to control densities (the theoretical density of UO2

is 10.96 g/cm3). CONPOR is a pore former that results in pores of a well controlled size

and homogeneous distribution that improves fission gas retention.

Other dopants in UO2 fuel include:

• Cr2O3 - Used to enlarge the ceramic’s grain size, increase the as-manufactured pellet

density and enhance creep. Increasing grain-size will decrease the fission gas release

rate of a fuel pellet. However, the solubility of the oxide in UO2 is low with varying

solubilities quoted [38, 82, 74].

• Al2O3 - Used with Cr2O3 to enhance the grain growth characteristics. The oxide is

reported to be insoluble in UO2 to any measurable degree [38, 87, 88].

• Er2O3 - Used as a neutron absorber, having a lower neutron cross section in com-

parison to Gd [89] allowing the absorption of neutrons to be tailored to the pellet’s

position in the fuel rod more finely.

• TiO2 - Increases the grain size and thermal conductivity of UO2 allowing higher

burn-ups as the pellet centre temperatures will be lower [84].

• Nb2O5 - Improves structural properties such as increasing creep and acts as a grain

size enlarger. The oxide is highly soluble in UO2 [90].

• SiO2 - Increases grain size in UO2 by modifying the grain boundaries and forming a

low-melting-point-eutectic that melts during sintering [88].

One focus of this work is to investigate the mechanisms and effects of chromium (III) oxide

doping in UO2. The following subsection will highlight the previous work.
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Cr2O3 in UO2

Cr2O3 is added to UO2 to increase the grain size in the pellet, increasing the distance

fission gases have to diffuse before reaching the grain boundary, where they are released

[38]. Cr2O3 also increases the as-manufactured pellet density.

Killeen reports results of UO2 doped with Cr2O3 [74, 75]. His conclusions include:

• The doped fuel has a grain size 7 times larger than the undoped fuel (initial grain size

before irradiation of 52µm compared with 6µm and a final grain size after irradiation

of 71µm in comparison to 10.2µm).

• The porosity of the doped fuel differs from the undoped UO2. The interlinkage and

shape of the intergranular pores in the doped fuel are far less obvious than in the

undoped samples studied and are highly linked. This leads to extensive grain-face

porosity which will give more swelling than in undoped fuel, reducing the effect of

the larger grains. The fuel is predicted to be more ‘friable’, that is, more likely to

fracture and spall when un-restrained.

• Segregation of the Cr to the grain boundaries has been observed using scanning

electron microscope analysis.

• The diffusion rate of gas products in the fuels is shown to have increased.

DUO2(1465 ◦C) = 1.3× 10−20 ± 0.2× 10−20 m2/s (1.6)

DCr Doped(1500 ◦C) = 6.0× 10−20 ± 0.4× 10−20 m2/s (1.7)

Leenaers et al. published an article on the use of Cr2O3 as a dopant in UO2 with varying

Cr2O3 concentrations and using various sintering atmospheres [82]. The conclusions given

are as follows:

• The solubility limit of Cr2O3 in UO2 varies with the oxygen partial pressure during

sintering. Higher oxygen partial pressures give higher Cr2O3 solubility.
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• A decrease in the lattice parameter of the UO2 crystal has been observed, with

increasing Cr2O3 concentration.

• Whether the Cr resides as an interstitial species or a substitutional species could not

be deduced but it is assumed that it is an interstitial species with an accompanying

oxidation of U4+ to U5+ (NB. this is not likely as the interstitial species will be

positive and, if interstitial, would reduce the surrounding lattice).

Arborelius et al. produced an article on the sintering and irradiation behaviour of fuel

doped with Cr2O3 (1000 ppm), a fuel doped with Cr2O3 and Al2O3 (referred to as ADOPT

for Advanced Doped Pellet Technology containing 500 ppm Cr2O3 and 200 ppm Al2O3)

and a fuel doped with Cr2O3 and MgO (1000 ppm and 100 ppm respectively) [38]. The

conclusions and main findings are outlined here:

• The fabricated density of the Al2O3 and Cr2O3 doped pellets is greater than the

standard UO2 pellet. The standard density was found to be 96.0% of theoretical

density while the Cr2O3 doped density was 97.3% and the Cr2O3 with Al2O3 doped

material was 97.4%; both dopants lead to increased pellet density. The density in

the MgO-Cr2O3 doped pellet was also found to be 97.4%.

• The heat capacity of the ADOPT pellet was measured using a differential scanning

calorometer and no obvious differences were found compared to the standard pellet.

• The melting temperatures of the ADOPT pellets did not vary significantly from the

standard pellet.

• No changes in thermal diffusivity were found between the ADOPT and standard

pellet.

• Due to the increased fabricated density, the pellet-clad gap closed earlier and showed

an approximate 0.1% higher axial rod growth for the ADOPT pellet in comparison

to the standard pellet.
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• The viscoplasticity of the ADOPT pellet is greater compared to standard UO2 in-

creasing the pellet clad interaction properties.

Kashibe and Une [88] investigated the effect of the dopants Cr2O3, Al2O3, SiO2 and MgO

on diffusional release of Xe :

• Of the 239 ppm Cr2O3 added, 47% of it was measured to be retained. (The 121 ppm

Al2O3 retention was lower at 27%).

• The stoichiometry of the Cr2O3 and Al2O3 doped pellets were seen to be lower than

the standard UO2 falling from 2.004 to 2.002 O:M ratio.

• The diffusion coefficient for the Cr2O3 doped fuel was about three times larger than

the standard pellet at high temperatures ranging from 1770-1870K. The following

relationship was given:

DUO2(m2s−1) = 1.7× 10−12e
−235(kJ mol−1)

RT (1.8)

DCr2O3(m2s−1) = 1.5× 10−10e
−293(kJ mol−1)

RT (1.9)

• Al2O3 was shown to have negligible solubility in UO2.

The experimental studies suggest that there are some conflicts and unclear results from

the past work on Cr2O3 doped fuels. Important differences involve the solubility limit,

thermal diffusivity and effects of stoichiometry. This will be one focus for this thesis.

1.2.6 Controlling Fuel Burn-Up

The reactivity of normal nuclear fuel changes and degrades over the life-time of the energy

source in the reactor [2, 91]. As fuel burns, the overall neutronic properties of the fuel

core vary and control of the neutrons is important in keeping the core critical (essentially

the number of neutrons being produced by the total fission and decay events in the core
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over a set time period is equal to the number that are being used to initiate further fission

events). Failing to control the fission process will result in either a transient fission event

or fission processes in the core stopping, both undesirable events under normal operating

conditions.

Control rods are used to control the overall neutronic flux of the reactor [91]. Usually

manufactured from elements and isotopes with high neutron cross sections such as silver,

boron, cadmium and hafnium [91, 92]. Common control rod materials for pressurised

water reactors include silver-indium-cadmium rods (80% Ag, 15% indium and 5% Cd)

encased in stainless steel cladding and boron containing compounds [2, 12]. Common boron

compounds used for neutron control are high-boron stainless steels and boron carbide [2].

The boron has to be enriched in the B10
5 isotope, due to its preferable neutron cross section

over the more abundant B11
5 isotope [12, 93].

Boric acid is often added to the coolant of pressurised water reactors [94], limiting the

reactivity of the fuel, enabling a more even and manageable burn up of the fuel [3, 94].

Burnable absorbers (often referred to as burnable poisons due to their neutron poisoning

effect) are added to the fuel rod to control the burn-up of fuel [2, 85]. These burnable

absorbers can be added to nuclear fuels as pellet coatings or as additives (e.g. solid solutions

or secondary phases) within the fuel pellet itself. The use of pellets with burnable absorbers

can be preferable as individual pellets or areas that would usually have high reactivity and

neutron fluxes within a reactor can be easily targeted and controlled [91] without the use

of the control rods.

Gadolinium oxide (Gd2O3) is often used as a burnable absorber [85, 95], added to the

fuel during the pelletisation phase and it is therefore described as an additive or dopant.

Gd157
64 has a neutron cross-section of ∼254,000 barn for thermal neutrons [96], very high,

and absorbs a neutron to become Gd158
64 , an unstable isotope that decays via a number of

intermediate steps, with products that possess much smaller neutron cross-sections. Over

time, the Gd within the fuel is burned away, allowing the less reactive, older fuel to be

used without any intentional poisoning effects [96].
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Boron in the form of zirconium diboride has been used as a neutron absorber on both

PWR and BWR fuels [89]. It is, unlike Gd2O3, added as a coating on individual pellets by

a process of plasma deposition [89]. The B10
5 isotope in the ZrB2 coating absorbs a neutron

and transmutates. Equation 1.10 shows the reaction that occurs:

B10
5 + n → He4

2 + Li73 (1.10)

Helium and lithium are produced [89] and have much lower neutron cross-sections than

the boron. The behaviour of these transmutation products within the ZrB2 material is

important and the focus of Chapter 5 in this thesis.

1.3 Nuclear Applications of Beryllium

Beryllium (Be) occurs in sparse concentrations, not only on earth (2.8 ppm [97]), but

throughout the universe in comparison to similar sized elements that are commonly pro-

duced by stellar fusion such as hydrogen, helium, lithium, carbon, nitrogen and oxygen.

This is because the isotope of Be produced in the triple alpha process (see Figure 1.17),

where two He4
2 atoms combine to create a Be8

4, is an unstable isotope that has a half life of

3×10−16 s [98, 99, 100]. It either combines with another He to produce carbon or decays

away to the constituent He4
2 nuclei. Beryllium is also produced by the process of cosmic

ray spallation nucleosynthesis whereby oxygen and nitrogen are impacted in the upper

atmosphere of the earth by solar radiation, which produces Be7
4 and Be10

4 [101] that have

half lives of 52.28 days [102] and 1.5 million years respectively [103] (see equation 1.11).

O16
8 + p → Be7

4 + Be10
4 + β+ (1.11)

Beryllium has only one stable isotope that is not seen to decay [104], Be9
4. Be is therefore

considered a monoisotopic element having only one stable isotope [105]. Interestingly, it

the only monoisotopic element (there are 26 in total) with an even number of protons.
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Figure 1.17: The triple alpha nucleosynthesis process showing the fusion of He42 nuclei to first
produce Be84 and then the C12

6 nucleus.

Beryllium’s Neutronic Properties

Be10/9
4 can be used both as a neutron reflector [106] (and has a key role as a neutron source

[107, 108]) or a neutron multiplier [109]. A neutron can be absorbed into the Be10
4 nucleus,

forming an unstable nucleus that will release two neutrons leaving the stable Be9
4 isotope.

The reaction is shown in equation 1.12:

Be10
4 + n → Be9

4 + 2n (1.12)

When combined with a high alpha emitter, such as Pu239
94 , the Be9

4 isotope acts as a neutron

source [107], important not only in the nuclear industry but also research [111], medicine

[112] and petroleum exploration [113]. A reaction involving the absorption of an alpha

particle to produce a neutron is shown below in equation 1.13.

Be9
4 + He4

2 → C12
6 + n (1.13)
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Beryllium can play a key role in nuclear reactors, reflecting and moderating neutrons,

improving the reactor efficiency [106]. It has a high scattering cross section for high-energy

neutrons and therefore slows them into a thermal neutron regime, ideal for initiating fission

[109]. Beryllium is highly transparent to the thermal neutrons and is therefore an excellent

candidate for either a fission or fusion cladding material [114].

Beryllium’s use in ITER

The current International Thermonuclear Experimental Reactor (ITER) design uses a 1 cm

thick layer of beryllium as the plasma facing section of the ‘first wall’ as a protection

against the high temperatures and high neutron fluxes in the torus [110, 109]. As the Be

will degrade over time (activated with tritium) and non-normal conditions will put the

plasma into contact with the blanket wall, it has been designed to be modular with easily

replicable parts 1.5m2 in area. The tokomac design and position of the Be is shown in

Figure 1.18.

Figure 1.18: Design for the ITER tokomak fusion reactor. The Be layer on the blanket layer is
highlighted. Taken from [110].
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1.4 Atomic Theory

Atoms can bond together in a regular, long range order forming a crystal [115, 116]. Metal-

lic, ionic and covalent bonded elements and combinations of elements can form crystals.

The crystal structure will depend on the bonding and determines a number of features of

a material: thermal conductivity, stiffness, electrical conductivity, isotropy and the defects

that can exist within it.

Although bonding describes what a perfect material is like and how it behaves, defects

are present in most crystalline solid structures and can define some interesting and useful

properties of a material. The following section will introduce crystal defects.

1.4.1 Point Defects in Crystalline Solids

There are many types of defect in crystalline materials. Grain boundaries, surfaces, dis-

locations, stacking faults and point defects; are all variations from the perfect crystal

[117, 118].

In a crystal lattice, a point defect is a type of imperfection in the order of the atoms and

probably the most simple to describe [118]. An extra atom in the crystal lattice will create

an interstitial defect while a missing atom will produce a vacancy; both are point defects.

The concentration, bonding and transport of these defects will affect how the material

behaves electronically and mechanically. The formation of point defects also eludes to some

interesting material properties including varying accommodation of non-stoichiometry.

The concentration of point defects is linked to the temperature in the solid [119]. The for-

mation of a point defect requires energy, increasing the configurational energy of the system.

The thermodynamic equilibrium concentration of defects is described by the Ahrrhenius

equation:

CT = C0exp(− Ef

kBT
) (1.14)

Where CT is the concentration of defects at a given temperature ‘T’, C0 is the defect
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concentration within the material at 0K and kB is the Boltzmann constant.

Equation 1.14 can be derived as follows. The change in the Gibbs free energy of a solid

due to the formation of n point defects, ∆G, is given by:

∆G = nEf − T∆S (1.15)

Where Ef is the formation energy of the defect, T is the temperature and S is the entropy

of the system. Minimising the free energy of the system with respect to the number of

defects will provide an expression giving the concentration of defects.

δ∆G

δn
= Ef − kBT

(
ln

N− n

n

)
= 0 (1.16)

Given (for small defect concentrations):

n

N− n
→ n

N
= e
− Ef

kBT (1.17)

The theoretical concentration at 0K (not a practically attainable temperature) is therefore

zero. Because entropy variation apart from the configurational entropy is ignored a pre-

exponential term (C0) is required giving Equation 1.14.

The two main types of intrinsic defect are Schottky and Frenkel defects in materials inves-

tigated in this thesis [120, 121]. Both produce vacancies, but by different routes. Schottky

disorder is the spontaneous production of a vacancy or a neutral vacancy cluster (in ionic

ceramics both anions and cations are removed leaving an overall neutral charge) with the

material removed by forming new solid.

A metal such as Be can form the following Schottky defect:

BeBe → VBe + Be (solid) (1.18)

A Schottky defect in a material such as UO2 involves an entire unit of UO2 being removed
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and incorporated in new solid:

U×U + 2O×O → V′′′′U + 2V••O + UO2 (solid) (1.19)

It can be seen that the point defects in the ceramic are charged but the overall charge

remains neutral. The individual defects are likely to cluster forming the {V′′′′U :2V••O }×

neutral tri-vacancy cluster [122]. Stronger binding energies between the individual defects

will result in a larger proportion of defect clusters being present within the material.

Frenkel disorder produces a vacancy and an interstitial species as an atom is displaced

from its normal site, forming a defect pair [123]. In UO2 the Frenkel has the lowest energy

and therefore occurs most readily [124]. Equation 1.20 shows how oxygen Frenkel disorder

in UO2 is produced.

O×O → V••O + O′′i (1.20)

These Frenkel defects are produced in fission cascades [125]. In ionic crystals the de-

fects (vacancy and interstitial) will be oppositely charged and therefore have a Coulombic

attraction to each other [126, 123].

1.4.2 Transport in Crystalline Solids

For the migration of atomic species through a solid to occur, there needs to be a suitable

path available for the defect [127]. As the defect moves from an initial to final state it

must overcome the energy barrier to migration [128, 127]. This is illustrated in Figure 1.19

which shows the migration of an interstitial species (red) from one site to another, and the

energy of the system as this migration occurs. The higher the energy barrier to diffusion

(Em), the less likely the migration step will occur. The energy to overcome the migration

barrier comes from the lattice (thermal and phonon energy). The thermal contribution to

diffusion can be described in the Arrhenius equation [123]:

DT = D0e
− Em

kBT (1.21)
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Figure 1.19: Illustration of an interstitial migration showing how the energy may change as the
migrating species moves through the crystal showing the energy barrier to migration
(Em).

Where DT is the diffusion (m2sec−1) at temperature T, D0 is the diffusivity pre-exponential

term that contains all of the entropic and hop frequency (dependent on defect co-ordination

and defect morphology) for the migration to overcome the migration energy barrier (Em)

[123].

1.5 Aims of this Work

The aim of the research reported in this thesis is threefold:

• To gain greater understanding into the behaviour of extrinsic cations, dopants in

UO2 and UO2+x are studied to understand their effect on the atomic scale processes

within the UO2 structure. This includes solution mechanisms of dopants and fission

products in Chapter 3 and the effects of the dopants on transport properties in

Chapter 4. Understanding the behaviour of trivalent and other dopants in UO2, will
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eventually contribute towards higher burn-up fuel and more effective fuel codes can

be produced, increasing the efficiency of fuels in power reactors.

• In Chapter 5, work has been carried out to understand the stoichiometric properties

and He and Li in ZrB2. These properties relate to the ZrB2 manufacturing processes

and ZrB2 being used as a fuel neutron poison. In carrying out this investigation on

ZrB2, a number of useful properties have been highlighted that have an impact in

aerospace research.

• Chapter 6 presents research that gives greater understanding to the intrinsic prop-

erties of Be and a number of Be containing compounds and intermetallics. The

likely defect processes that occur in Be are investigated extensively for the first time.

These properties will be related to its use as a plasma facing material in the ITER

fusion program. Important extrinsic defect properties will also be investigated in this

regard.

The next chapter introduces the methodology used to carry out this research. The reader

will notice that a variety of techniques have been used, which are tailored to each system

and simulation type.



Chapter 2

Calculation Methods

“It is a mistake to think you can solve any major problems just with potatoes.”

- Douglas Adams from Life, the Universe and Everything [129]

2.1 Introduction to Atomic Scale Simulations

Various atomic scale simulation methods are used in this thesis to predict the behaviour

of materials. Crystal lattices can be modelled using classical simulation methods with

empirical type atomic interactions or by quantum mechanical methods, such as density

functional theory (DFT). Both approaches can be used to predict materials phenomenon

such as defect populations, defect cluster morphology and binding energies, diffusion pro-

cesses, solubilities of extrinsic species and non-stoichiometric deviations.

The techniques that have been used here and the methodology used to predict specific

material behaviours are outlined in this section. The seemingly simple empirical potentials

method is the first to be tackled.

39
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2.2 Empirical Potentials

2.2.1 Introduction

The models that involve empirical simulations in this work use the simplified Born model of

solids as the basis for the atomic description of a crystal lattice. Each ion or atom interacts

with all others in the system and an energy that quantifies this interaction is derived. All

simulations using empirical potentials employed the Buckingham pair type interaction to

model the pairwise short-range interactions and the simple Coulombic interaction to model

the long-range charge interactions. The sum of the short-range and long-range interactions

gives the lattice energy Elattice as shown in equation 2.1.

Elattice =
∑
i,j>i

(
qiqj

4πε0rij
+ Aije

−rij
ρij − Cij

r6
ij

)
(2.1)

By going through the terms individually, it is possible to understand the implications and

shortcomings of this potential form. The first term in the summation involves the charges

‘q’ on atoms ‘i’ and ‘j’. The product of qi and qj will be negative for oppositely charged

ions and positive for like-charged ions. In this convention, a negative energy suggests an

attractive interaction. The other terms in the Coulombic interaction are ε0 which is the

permittivity of free space (-8.85418782 × 10−12N−1 m−2 C2) and rij the distance between

the two interacting ions. Figure 2.1 illustrates the Coulombic interaction between like-

charged and oppositely charged ions.

As the separation between two oppositely charged ions decreases, the Coulombic energy

becomes increasingly negative, suggesting the ions will have the lowest energy when rij=0.

This is un-realistic and a short-distance term is required. The short-distance term takes

the Buckingham form and is given by the combination of the second and third parts of the

summation in equation 2.1.

The Buckingham pair interaction is parametrised for each pair of ions. These parameters

are Aij, ρij and Cij. Both Aij and ρij describe the electronic repulsion of the ions’ electrons
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Figure 2.1: Varying interaction energy due to Coulombic interactions of like-charged ions (blue)
and oppositely charged ions (red) as a function of the interionic separation distance,
rij, described by the first expression in equation 2.1.

and is related to the ionic radius of each atom. The Cij term is used to describe the

attractive van der Waal’s forces that act between pair interactions but depend strongly on

the relative polarisability of the species. The Cij term can be calculated (using equation 2.2

where the ‘α’ terms are the polarisabilities of the ions and the ‘P’ terms are the effective

number of electrons). Alternatively, it can be fitted when producing an empirical potential.

Cij =
3
2αiαj√
αi
Pi

√
αj

Pj

(2.2)

The interaction energy as a function of the inter-atomic separation, as dictated by the

Buckingham potential, is shown in Figure 2.2. The O2−-O2− which has a non-zero Cij

term and U4+-O2− ion pair potential Cij value is zero. It should be noted that at very

small separations, potential forms with a non-zero ‘C’ term become attractive in an un-

physical manner and additional terms may be needed if atoms are being forced into close

proximity as may occur in a radiation cascade.
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Figure 2.2: Interaction energy as a function of the interionic separation due to the Buckingham
pairwise interactions between U4+ and O2− ions (blue) and O2− and O2− ions (red)
as described by the second and third parts of equation 2.1. The O2−-O2− interaction
includes a ‘C’ term whilst for the U4+-O2− the ‘C’ term is zero.
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The summation of the Coulombic and Buckingham terms gives the overall interaction

between all ion pairs. The Buckingham potential parameters used throughout this work

are reported in Table 2.1.

Table 2.1: Buckingham potential parameters used throughout this work.

Interaction A (eV) ρ (Å) C (eVÅ6) Reference
O2−-O2− 9547.9600 0.219160 32.00 [130]
U5+-O2− 2386.4200 0.341100 0.00 [131]
U4+-O2− 1761.7750 0.356421 0.00 [132]
Ru4+-O2− 1215.7800 0.344100 0.00 [133]
Mo4+-O2− 1223.9700 0.347000 0.00 [134]
Zr4+-O2− 1502.1100 0.347700 5.10 [135]
Am4+-O2− 1763.0875 0.353947 11.37
Np4+-O2− 1762.3100 0.356300 11.71
Ce4+-O2− 1809.6800 0.354700 20.40 [136]
Pu4+-O2− 1762.8400 0.354200 11.48 [137]
Th4+-O2− 1070.2200 0.398800 0.00
Al3+-O2− 1120.0400 0.312500 0.00 [138]
Cr3+-O2− 1313.1800 0.316500 0.00 [138]
Dy3+-O2− 1807.6800 0.339300 18.77 [136]
Eu3+-O2− 1925.7100 0.340300 20.59 [135]
Fe3+-O2− 1414.6000 0.312800 0.00 [138]
Gd3+-O2− 1885.7500 0.339900 20.34 [135]
In3+-O2− 1495.6500 0.332700 4.33 [138]
La3+-O2− 2088.8900 0.346000 23.25 [135]
Nd3+-O2− 1995.2000 0.344300 22.59 [135]
Pr3+-O2− 2055.3500 0.343800 23.95 [136]
Sm3+-O2− 1944.4400 0.341400 21.25 [135]
Y3+-O2− 1766.4000 0.338490 19.43 [135]
Mg2+-O2− 1284.3800 0.299690 0.00 [136]
Zn2+-O2− 529.7000 0.358100 0.00 [136]
Cd2+-O2− 951.8800 0.348560 0.00 [136]
Sr2+-O2− 682.1700 0.394500 0.00 [136]
Ba2+-O2− 905.7000 0.397600 0.00 [136]

An empirical description of a crystal lattice is simple and the simplistic nature neglects

some key physics. It is important to understand what is omitted so simulations can be

steered to negate the inaccuracies.
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• The Buckingham description works best for highly ionic systems. Crystals with high

covalent or metallic bonding should use different potential forms to the Buckingham

pair type. Covalent systems can use many-body formalisms whilst metallic systems

may use an embedded atom many body type of interaction.

• The Buckingham potential is isotropic, therefore systems and ion-ion interactions

with strong directional bonding will not be accurately replicated. Three or four

body descriptions of inter ionic interaction may be better suited to such systems.

• Charge transfer in systems is difficult to implement. For example, during migrations

the charge on a specific ion may change but the charge is fixed in the simulation.

Quantum mechanical simulations would be better suited to a situation like this al-

though charge transfer models are currently being developed [139].

• The polarisability of ions is not treated in the Buckingham or Coulombic interactions.

The Shell model (see section 2.2.2) can be used with the Buckingham potential to

account for this.

• The ions in this thesis use formal charges, i.e. U4+ and O2−. Covalency will re-

duce the effective values of these charges. A partial charge model can be produced,

however, the charges will not be easily transferable between different compositions.

2.2.2 The Shell Model

Polarisation of the ions in a crystal is a significant phenomenon, especially when charged

defects and clusters with a dipole are present. In the absence of an external potential the

cloud of electrons surrounding an atom (or ion) will be centred on the nucleus. When

an external potential acts on an atom, the electron cloud can shift off-centre under the

influence of the external field. The shell model mimics the behaviour of the electrons

about an ion by having a charged shell around the central core that is able to be displaced

a distance relative to the core, relative to a spring constant ‘k’, as proposed by Dick and

Overhauser. A representation of Dick and Overhauser’s model for an individual ion is
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illustrated in Figure 2.3. A charge is defined for both the shell and the core. As the shell

Figure 2.3: The representation of an ion in the Dick and Overhauser shell model [140]. The shell
is shown in blue, the core in red and both are attached to each-other with a spring.

represents the electrons, it is usually given a negative charge. The total charge of the core

and shell is the charge on the ion. For example, oxygen has a shell charge of -2.04 and a

core charge of 0.04 giving an overall charge of -2. When a negative charge is encountered

near the ion, the shell will be displaced away from it and visa-versa with a positive charge,

as illustrated in Figure 2.4.

Figure 2.4: Displacement of the shell of an ion due to a point charge. A negative charge will
push away the negative shell and a positive charge will attract the negative shell.

The stiffness of the spring constant ‘k’ will determine the polarisability of the ion. The

spring constant for the O2−-O2− potential used throughout this work is 6.3 eVÅ−2.
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2.2.3 Empirical Potentials Simulations

In this work the General Utility Lattice Program (GULP) code, developed by Julian D.

Gale had been used to implement the empirical potential based simulations. GULP has

predominantly been used to calculate defect energies and lattice energies and thereby pre-

dict lattice structures particularly defect configurations. Further details of the calculations

carried out using GULP are given after the discussion of quantum mechanical methods in

section 2.4

2.3 Quantum Mechanical Methods

2.3.1 Introduction

The electronic interactions between atoms determine how they are bonded to one an-

other. The most complete description of the electronic structure around a nucleus uses

quantum mechanical methods where electrons can be modelled using the non-relativistic,

time-independent Schrödinger equation for many electrons reproduced in equation 2.3.

ĤΨ(RI, ri) = EΨ(RI, ri) (2.3)

This states that the wavefunction of the system ‘Ψ’ (this is the quantum state of a system

of particles) operated on by the Hamiltonian operator ‘Ĥ’ (containing the kinetic and

potential energy contributions of the ion-electron system) is equal to the total energy ‘E’

of the system multiplied by the same wave-function for all ion positions ‘RI’ and electron

positions ‘ri’.

Understanding of the Hamiltonian operator is key to understanding the power of the

Schrödinger equation. It can be split into a number of parts:

Ĥ =

ĤT︷ ︸︸ ︷
T̂N + T̂e +

ĤV︷ ︸︸ ︷
V̂Ne + V̂NN + V̂ee (2.4)
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where the ‘T’ terms refer to the kinetic energy of the nuclei (TN) and electrons (Te)

while the ‘V’ terms describe the potential energy between the nuclei with other nuclei

(V̂NN), electrons with other electrons (V̂ee) and between nuclei and electrons (V̂Ne). Both

the kinetic and potential parts of the Hamiltonian can be split into the following two

expressions:

Kinetic→ ĤT = −
∑

I

h̄2

2MI
∇2

RI
−
∑

i

h̄2

2mi
∇2

ri
(2.5)

Potential→ ĤV =
∑
I,J

ZI ZJ e2

2|RI −RJ|
+
∑
i,j

e2

2|ri − rj|
−
∑
I,i

ZIe
2

|RI − ri|
(2.6)

The masses of a nucleus and electron in the system are denoted as ‘MI ’ and ‘mi’, ∇ is

the Laplacian differential operator related to a function in Euclidean space and ‘e’ is the

charge on one electron. The atomic numbers of the ‘ith’ and ‘jth’ nuclei are given as ‘ZI ’

and ‘ZJ ’. As the number of electrons and ions in a system increases, the complexity of

the Hamiltonian escalates considerably. Because of the complexity some approximations

are required to implement the Schrödinger equation for useful systems. One of these

approximations is the Born-Oppenheimer approximation [141].

2.3.2 Born-Oppenheimer Approximation

The Born-Oppenheimer approximation simplifies the Hamiltonian operator considerably,

allowing the electronic and nuclear energy relaxations to be treated separately and linked

with an exchange function.

Simply put, the mass of the electrons is far smaller than the mass of a nucleus. As

the momenta of the nuclei and electrons will be of the same order, one can assume that

the electrons move much faster than the nuclei, therefore the electrons respond almost

instantaneously compared to nuclear motion. The approximation states that the nuclei

are completely stationary providing an external force on the electrons. By treating the

ionic nuclei as stationary, a ground state for the electron wave-functions can be found and

the forces on the nuclei can be calculated, allowing a separate and simpler nuclei only step

to be carried out thereafter.
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Equation 2.4 can be modified, taking account of the Born-Oppenheimer approximation by

simply removing the terms that do not involve the electrons interactions:

Ĥe(r;R) = T̂e(r) + V̂Ne(r;R) + V̂ee(r) (2.7)

Combining equations 2.5 and 2.6 together, but only including the electronic terms gives:

Ĥe(r;R) = −
∑

i

h̄2

2mi
∇2

ri
+
∑
i,j

e2

2|ri − rj|
−
∑
I,i

ZIe
2

|RI − ri|
(2.8)

The T̂N and V̂NN terms in equation 2.4 can then be treated in a separate calculation and

subsequently added to the electronic terms.

2.3.3 Implementing the Born-Oppenheimer Approximation

Hatree [142] and Hartree-Fock [143] methods employ the Born-Oppenheimer approxima-

tion to calculate the energy of a system. The Hartree model approximates the wavefunc-

tion as a product of non-interacting particles (known as the Hartree approximation). The

Hartree-Fock methodology is an improvement on the Hartree method owing to its incor-

poration of the Pauli exclusion principle, however both neglect to include true electron-

electron interactions, treating each electron’s movement as if it were in a mean field of

other electrons [144].

Kohn and Sham formulated a different approach to understanding the energy of a system

using the Schrödinger equation and the Born-Oppenheimer approximation. The method

uses the theorem that one can minimise the energy of a system by relating it to the density

of electrons [145] by simply varying the density of the electrons over all densities for any

number of electrons. This is density functional theory.

The electrons in the Kohn-Sham formulation are not interacting but because the density

is considered, the electrons behave as if they were interacting (an improvement on the
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Hartree-Fock formalism) [145]. The fictitious electrons wavefunction (Ψ∗) is related to the

actual electron wavefunction Ψ by the Kohn-Sham Hamiltonian:

E[n(r)] = 〈Ψ∗|ĤKS|Ψ〉 (2.9)

The Hamiltonian operator (ĤKS) takes the kinetic and potential energy terms for the

electrons and the external potential into consideration and relates them both to the electron

density of the system. Equation 2.9 can be expanded splitting the electronic and external

terms as in equation 2.10:

E[n(r)] = 〈Ψ∗|T̂e + V̂e|Ψ〉+

∫
Vext(r)n(r)dr (2.10)

where Vext is the external potential acting on the electrons and V̂e is the potential due to

the electrons explicitly modelled in the system.

When solved for a single electron-like particle equation 2.10 can be described as:

[
− h̄2

2me
∇2

r + Veff(r, n(r))

]
φi(r) = εiφi(r) (2.11)

The effective potential energy component ‘Veff ’ contains not only the external and elec-

tronic potential energy terms (Vext and Ve) but also a term linking them, the exchange-

correlation function ‘VXC’ such that:

Veff = Ve + VXC + Vext (2.12)

All of the terms in equations 2.11 and 2.12 are derivable exactly apart from the exchange-

correlation function that is not known. A number of approximations have been made for

the VXC term, two of which are detailed in the following section.
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Exchange Correlation Details

There have been a number of functional forms developed for estimating the energy asso-

ciated with the exchange-correlation. The exchange correlation estimates the physics that

governs the density of electrons around the nucleus of an ion. The local density approx-

imation is the most simple of these and compares the electron density at a point in the

system of interest to the uniform electron gas [146] as expressed in equation 2.13 that gives

the approximation for a charge density ‘n(r)’ at a point ‘r’:

ELDA
XC [n] =

∫
nεuniform

XC [n(r)]dr (2.13)

Where εuniform
XC [n(r)] is the exchange-correlation energy per electron-like particle in the

uniform electron gas. This approach ignores the influence of the highly non-uniform nature

of charge densities around an ion. As a consequence the generalised gradient approximation

(GGA) [147] was formalised to account for this.

The GGA method for estimating the exchange-correlation functional involves a directional

term ‘∇n’ and is formed in a similar manner to the LDA shown in equation 2.14.

EGGA
XC [n] =

∫
f(n,∇n)dr (2.14)

GGA is a marked improvement over LDA but is more computationally intensive due to

the increased complexity. Neither method offers a complete description of the exchange

correlation energy and although GGA includes more physics, some systems are better

described by LDA [148] meaning that each system should be considered in a case-by-case

manner.

Plane Waves

Many DFT computational methods express the the wave-function as the sum of plane-

waves. For periodic systems, implementing Bloch’s theorem [149] can significantly simplify
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a calculation. The Bloch theorem is shown in equation 2.15:

Ψn,k(r) = un(r) eikr (2.15)

The value ‘k’ refers to the wave-vector representing the position in reciprocal lattice space;

the Brillouin zone. The wave-function can be expressed as:

Ψn,k(r) =
∑

k

Ψn,k(r) (2.16)

This in turn is expanded as a plane wave basis set giving the following function as a function

of the reciprocal lattice vectors ‘g’ of the supercell.

Ψn,k(r) =
∑

g

ci ,k+gei(k+g)r (2.17)

The sum of the plane waves would be infinite unless the terms are limited to a certain

energy value, the cut-off energy Ecut. The cut-off energy should be converged for each

system and involves increasing the cut-off energy value while calculating the effect on the

system energy.

Pseudopotentials and PAW Potentials

Pseudopotentals [150] are used to simplify the DFT calculation further. They are, in

essence another approximation, this time assuming that the non-valence electrons are in-

variant to external influences such as bonding. Pseudopotentials remove the need to carry

out all-electron calculations.

Figure 2.5 shows how pseudopotentials and the pseudo wave-functions that are produced

by them differ from the all-electron type potential and wave-function. Figure 2.5 shows

the importance of using a sensible cut-off radius to produce the pseudopotential. Pseu-

dopotentials do two things: remove core electrons and they modify the core region of the

valence electron wavefunctions.



52 Chapter 2. Calculation Methods

Figure 2.5: Diagram illustrating the difference between the all-electron potential and wave-
functions with the pseudopotential and wave-function. The cut-off radius for the
pseudopotential is shown. Figure based on that given in [151].
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A pseudopotential that considers more valence and near valence electrons explicitly will be

more accurate compared to the all-electron calculation. It is essential that a compromise

is reached between scientific accuracy and computational expense. Aluminium is given as

an example below showing a large core (computationally more simple) and a smaller core

(higher accuracy).

Al large core → 1s22s22p6︸ ︷︷ ︸
core

3s23p1 (2.18)

Al small core → 1s2︸︷︷︸
core

2s22p63s23p1 (2.19)

When dealing with metallic systems and systems where non-valence shells have an effect

on the bonding and system within a material, it is usually preferable to use smaller cores,

assuming this is computationally feasible.

2.4 Static Calculations

Static calculations have been used throughout this work to calculate defect energies and to

understand the thermodynamic equilibria of point defects and defect clusters in crystals.

2.4.1 Supercell Methods

A supercell is a 3-dimensional representation of a portion of a crystal that is repeated

through 3-dimensional space using periodic conditions. Leaving one supercell’s surface will

put you in an equivalent supercell with an identical arrangement of atoms as the adjacent

one. The supercell itself can initially be constructed from either an array of primitive unit

cells or full unit cells and it is usually these larger cells that are expanded through space

into a supercell. The expansion of the UO2 fluorite structure from both its unit cell and

primitive cell is illustrated in Figure 2.6.

The primitive unit cell is the arrangement of atoms that can be placed at each of the lattice

points of one of the fourteen Bravais lattices. In the case of the fluorite lattice, the 3 atom
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Figure 2.6: The formation of 2×2×2 supercells from primitive and unit fluorite cells.
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primitive cell shown in Figure 2.6 fits onto a face centred cubic Bravais lattice to form the

unit cell also shown in Figure 2.6 (the complete fluorite space group is Fm3̄m).

Defects can be placed within a supercell by changing the arrangement of some atoms.

For a single defect, the overall concentration can be varied by varying the size of the

supercell. A 1×1×1 fluorite supercell containing 12 atoms with one defect will have a

higher concentration of defects in comparison to a 2×2×2 supercell that contains 96 atoms

with one defect. Increasing and decreasing the supercell size can give understanding of the

stability of defects with varying concentrations.

Due to the nature of supercell calculations, defects are usually charge neutral or charge

compensated by defects in the supercell. A uniform charged background field can be added

in both DFT codes and empirical potential codes.

In this work, supercell type calculations are used in all defect calculations that employ

the DFT approach. Supercell methods were also used with some the empirical potential

calculations.

The Perfect Lattice

Minimisation of the energy of a perfect crystal can be achieved using a supercell type

method under either constant volume minimisation (where the atom positions are allowed

to change but the volume stays constant) or constant pressure conditions (where the cell

size and shape can vary under a pre-determined pressure) [152]. Both energy minimisation

techniques involve calculating the forces on the atoms at each step. The atoms are then

displaced with a proportional distance related to the force. Constant pressure calculations

remove the strains on the supercell at each step by adjusting the supercell lattice vectors.

Nudged Elastic Band Method

Static defects can be modelled using the supercell method and migration pathways can be

found using the nudged elastic band method (NEB) [153] within a supercell. A defect in
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a supercell will change the energy of the system. A stable defect in equilibrium with the

system will have a lower energy than one that is not stable. The NEB method measures the

energy of the supercell with respect to a species migrating from and to a stable position over

a number of nodes (or images). Each node requires an independent supercell calculation

but all are linked. At each set of energy minimisations the effective force on the migrating

ion in each position is calculated. The ion is then moved at a normal to the vector between

the two neighbouring images. The final, energy minimised set of images reveals the lowest

energy migration pathway (the minimum energy path). The Em can be taken to be the

maximum energy point on the migration pathway (see Figure 1.19 in section 1.4).

The NEB method has been used in both DFT and empirical calculations in this thesis. For

each run, the beginning and final positions of the migrating atom has to be geometrically

minimised in two separate prior calculations.

Within GULP [154], the empirical potential code, the intermediate images can be added

to the input data explicitly or the code can extrapolate a stated number of images between

the initial and final position of the migrating species. The DFT code VASP requires the

user to produce a set number of images that can be extrapolated between the initial and

final state.

Defect Energy

A number of useful energies can be calculated using supercells. The defect energy is simply

the energy difference between a perfect crystal supercell and one that contains the defect

or defect cluster i.e.

EDefect = EDefective Supercell − EPerfect Supercell (2.20)

Note: These energies are only components of a complete thermodynamic process and are

not physically significant on their own.

In a supercell there can be problems related to the boundary conditions and the defect and
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the defect volume (the volume of a crystal lattice affected by the defect) interacting with

its periodic image in adjacent supercell (this problem is addressed by the Mott-Littleton

method [155] in the next section). Larger supercells reduce the interaction between defects

in neighbouring supercells and therefore give defect energies better related to defect energies

tending to the infinite dilute limit.

Incorporation Energies

The incorporation energy [152] is similar to the calculation of the defect energy, however,

the defect is being incorporated into a perfect or defective lattice; specifically on to a vacant

site an interstitial site or into a cluster of vacancies.

EIncorporation = ES.C. With Incorporated Atom − ES.C. Without Incorporated Atom − EAtom at Infinity

(2.21)

The energy of an atom at infinity is zero when using an empirical description of a system.

However, in a quantum mechanical description of a system the atom has a self energy due

to election-nucleus and electron-electron interactions giving the atom a specific structure

when it is in a non-interacting environment.

The incorporation energy gives important information about the behaviour of defects in

defective systems. That is, indicative of the preference for one site over another. They

are, however, still not complete from a thermodynamic point of view. An example would

be in a system with high Schottky disorder (having a high concentration in vacancies).

The energy change of the system when defects are placed onto these various vacancy sites

will help us understand how Schottky disorder will effect the solubility of the incorporated

defect.

The same boundary issues that are present when calculating the defect energy are present

when calculating the incorporation energy. Larger supercell sizes increase the accuracy

while the Mott-Littleton methodology can also be used within the GULP code when using

empirical methods.



58 Chapter 2. Calculation Methods

2.4.2 The Mott-Littleton Method

By removing the periodic boundaries associated with the supercell methods, defects can

be studied in the dilute limit without a defect in an adjacent cell. Calculations of isolated

defects employ the Mott-Littleton methodology [155].

The Mott-Littleton method involves centring a defect in a set of concentric spheres where

the energies of the atoms are calculated in a number of ways with the ‘best’ description

employed in the region immediately surrounding the defect as the relaxation (the movement

of ions to reduce the overall system energy) will be greatest in this region.

In the inner-most region, termed ‘region I’, the system is relaxed explicitly. The radius for

this sphere is defined as an input parameter. The surrounding volume is termed region IIa

(where the radius is also defined), and is a boundary layer between region I and region IIb,

the outermost layer (see Figure 2.7).

Figure 2.7: Illustration of the two region approach used to carry out Mott-Littleton defect energy
calculations. The defect in the centre (light green) is surrounded by three concentric
spheres, region I (green), region IIa (red) and region IIb (blue).



2.4. Static Calculations 59

Atoms in region IIb are said to have a weak enough interaction with the defect that they

are treated with a continuum method involving the ions’ charges and the distance away

from the centre of region I to calculate the (polarization) response energy of the lattice

away from the defect, EP.

P =
VCqr

4π|r|3
(1− 1

ε0
) (2.22)

‘r’ is the distance of the atom from the centre of region I, ‘q’ is the charge on the ion, ‘P’ is

the polarisation of the atom, VC is the volume of the unit cell and ε0 is the static dielectric

constant of the crystal.

The ions in region IIa also use the Mott-Littleton approximation but the interactions

between the ions in region IIa and I are treated explicitly. The region sizes need to be

large enough for the approximations to be valid. For each system the region sizes should

be optimised. Figure 2.8 shows an example minimisation of the region I size for an oxygen

vacancy in UO2.

Figure 2.8: Example of how a defect energy will vary with region I size. Here the region II radius
is varied around an oxygen vacancy in UO2. In these calculations the region IIa
radius was kept constant at 34Å.
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Calculation of Defect Energy

The defect energy (Ed) can then be calculated by adding the energy of the ions in region

I, and the energy of ions in regions IIa and the response energy of region IIb where the

energies are a function of the atoms’ displacement from their lattice sites. Usually the

Mott-Littleton energy of region IIa is calculated for all atoms in one simple calculation.

As region IIb extends to infinity, the energy of region IIb has to be approximated to have

harmonic order and the energy of the region is a quadratic function of the displacements

predicted by the Mott-Littleton approximation (affected by regions I and IIa). The defect

energy can therefore be calculated as shown in equation 2.23.

Ed = Eregion I(r) + Eregion IIa(r, ζ)− ζ

2

δEregion IIa(r, ζ)

δζ
|ζ=ζe (2.23)

Where ζ are the displacement vectors of the ions in region II, ζe are the equilibrium

displacement vectors and r is the distance. Notice how the dependence of energy on region

IIb has been removed.

Transition State Finder

In the GULP program, transition states can be found by using the so-called RFO method,

within the Mott-Littleton framework. RFO actually stands for the optimisation technique,

‘Rational Functional Optimisation’, and the transition finder is an implementation of this

minimiser that allows the inverse Hessian matrix to be searched to obtain the eigenvalues

and eigenvectors. Transition points are special in that they only have one negative eigen-

value. The overall migration energy barrier can be obtained by taking the energy of a

RFO transition calculation away from a simple Mott-Littleton calculation of the starting

arrangement for each migration.

Em = Etransition − Edefect (2.24)
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Care must be taken into the placement of the migrating ion when carrying out an RFO

calculation as it is difficult to visualise the entire energy landscape (as is the case with the

NEB method).

Lattice energies, defect energies and incorporation energies can be used for a number of

predictions including solution energies and stoichiometry changes. Each will be detailed in

the results chapters.

Approximating Defect Concentrations

When reaction, defect and solution energies are discussed in the following chapters they

will generally be enthalpies and as such do not have entropic terms included. Nevertheless,

these energies can be used to calculate the approximate equilibrium concentrations when

considering something like the following reaction:

A + B→ C + D (2.25)

Where the energy of the reaction is ∆G. The equilibrium constant ‘K’ can be expressed

as:

K =
[C][D]

[A][B]
(2.26)

and ‘K’ can be expressed in the Arrhenius form:

K = exp

(−∆G

kT

)
(2.27)

By using the equation

∆G = ∆H− T∆S (2.28)

Equation 2.27 can be expanded to give:

K = exp
−∆H

kT
.exp
−∆S

k
(2.29)
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If the change in the entropy of the system can be considered quite small (as it is for most

solids compared to the lattice enthalpies [156]), then exp
(
−∆S

k

)
≈ 1, the concentration of

products compared to reactants can be estimated as:

[C][D]

[A][B]
≈ exp

(−∆H

kT

)
(2.30)

Defect Relaxation Volumes

Defect relaxation volumes are used to understand the effect of a defect in a crystal on

the volume of the crystal. Although supercells can be used to understand the change

in volume due to certain neutral defects in a crystal, a method that uses Mott-Littleton

type calculations can be used to predict the effect of individual charged defects and defect

clusters.

The defect relaxation volume for one defect or defect cluster can be calculated using the

following equation:

v = κTVC

(
δfv
δVC

)
T

(2.31)

where κT is the isothermal compressibility of the crystal (the inverse of the bulk modulus

and therefore a material constant) measured in ÅeV−1, VC is the volume of the perfect unit

cell, measured in Å3 and
(
δfv
δVC

)
T
is the change in defect formation energy as a function of

cell volume at a constant temperature, measured in eVÅ−3. The latter term is calculated

by carrying out a series of constant volume Mott-Littleton calculations on a single defect or

defect cluster. The lattice parameter is varied by ±1% of the nominal cell volume and the

defect energy is plotted against the volume allowing the gradient
(
δfv
δVC

)
T
to be evaluated.

The defect relaxation volume, v, can be used to calculate the change in lattice parameter

or volume as a function of defect concentrations by using the following equations:

Lattice parameter =
[∑

(ci × vi) + VUO2

] 1
3 (2.32)

Percentage volume change =

∑
(Civi)

VUO2

× 100 (2.33)
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In each of the equations the Ci term is the concentration of each defect or defect cluster

with the defect volume, vi. Equations 2.32 and 2.33 are only accurate for cubic systems

such as UO2. Other systems require more complicated expressions.



Chapter 3

Solution of Dopants and Fission

Products in Uranium Dioxide

“It doesn’t matter how beautiful your theory is, it doesn’t matter how smart you are. If it

doesn’t agree with experiment, it’s wrong.”

- Richard P. Feynman [157].

3.1 Introduction

Trivalent oxides are added to uranium dioxide fuel to improve their in-reactor performance

by manipulating the microstructure and the neutronic response of the fuel. Examples

include gadolinium (Gd) used as a ‘burnable poison’ [158] and chromium (Cr) added as a

grain size enlarger and also to increase the as-manufactured pellet density [74]. Mixed oxide

fuels are often manufactured by mixing the sesquioxide of a minor actinide or plutonium

with UO2 (e.g. Am2O3 with UO2). The purpose of this study is to develop an atomic

scale understanding of how such trivalent dopants are accommodated in stoichiometric and

hyper-stoichiometric fuel and then understand the effects of dopants and fission products

on the swelling of the lattice.

64
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Trivalent cations are produced in large concentrations as a result of fission processes [51].

As with the dopant sesquioxides, it is important to understand how these fission products

will behave within the fuel, staying in solution or forming precipitates (possibly forming

nucleation sites for further fission products).

Isovalent and aliovalent cations’ effect on the lattice volume are also investigated. When

combined with a fission product inventory, the overall effect of fission products as burnup

progresses on lattice volume can be ascertained and compared to experimental data.

3.2 Solution Energies of Trivalent Oxides into UO2

In this section the solution of trivalent cations into the uranium dioxide lattice is discussed.

Solution into both UO2 and UO2+x is considered, allowing a comparison between the

mechanisms that can proceed in both. Special attention is given to the behaviour of

Cr2O3 due to its use as a dopant in some advanced fuels [82, 38].

3.2.1 Trivalent Cation Solution into Stoichiometric UO2

Solution of trivalent oxides into fluorite crystal systems have been modelled in the past;

a predominant example being Y2O3 solution into ZrO2. As the formal charge of the

sesquioxide cation is one less than the cation in the fluorite ZrO2 compound (Zr having a

"4+" charge and Y having a "3+" charge), a -1 charge defect will be produced when the

trivalent cation resides on the tetravalent site. To maintain charge neutrality a positive

defect is required, the form of which will vary depending on the solution mechanism. We

begin by assuming that the solution of trivalent ions creates oxygen vacancies (equation 3.1)

or trivalent interstitial ions (equation 3.2) that are well in excess of those available through

intrinsic disorder processes whilst maintaining charge neutrality (a suitable approximation

for even low extrinsic concentrations). The two mechanisms are described here using
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Kröger-Vink notation [65],

T2O3 + 2U×U + O×O → 2T′U + V••O + 2UO2 (3.1)

2T2O3 + 3U×U → 3T′U + T•••i + 3UO2 (3.2)

A compensation mechanism similar to equation 3.1 has been reported for Y2O3 in CeO2

[159]. Reactions analogous to equation 3.2 are currently the assumed solution mechanism

for Cr2O3 solution in UO2 [82].

Solution energies for the simple reactions given in equations 3.1 and 3.2 are calculated using

empirical potentials using GULP, by taking the total energy of the reactants away from the

products. Equation 3.1 solution energies would be calculated by taking the energy for a

unit of T2O3 away from the energy of a unit of UO2, plus the defect energies of two T′U and

one V••O defects. The solution energies for a range of trivalent cations were calculated for

reactions 3.1-3.2, in order to establish the variation of solution energy with cation radius.

In all cases, constituent defect energies were calculated using the Mott-Littleton approach

(with the radii of region I and region IIa 13Å and 34Å respectively). Initially, all of the

defects are treated as individual defects (i.e. they are not interacting with each other).

Clustered defects are considered subsequently.

Figure 3.1 reports the solution energies for trivalent oxides into UO2, treating all the

constituent defects. It can be seen that both mechanisms give positive solution energies

for all trivalent cations entering uranium dioxide. Before continuing, it is important to

note that both equation 3.1 and 3.2 result in defects of opposite charge. Consequently,

there will be Coulombic attractions between defects resulting in the formation of defect

clusters and a reduction in the solution energy. Of course, there are a number of different

possible defect arrangements (configurations) of the clusters that must be investigated in

order that the most stable cluster is identified.

The stable clusters were identified by carrying out a range of calculations, arranging the

constituent defects in all possible arrangements within a unit cell and identifying the lowest
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Figure 3.1: Showing the variation in solution energy with oxygen vacancy and trivalent interstitial
defect compensation mechanisms given in equations 3.1 and 3.2 when defects are
treated as isolated.
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defect energy cluster using the classical Mott-Littleton method.

In the case of the oxygen vacancy cluster {V••O :2T′U}
×, the oxygen vacancy was calculated

to always reside in a second nearest neighbour position with respect to the M3+ substitu-

tional ions as shown in Figure 3.2 (this behaviour was identified previously for trivalent

ions in ZrO2 [160] and CeO2 [156]). It can be seen that the two T′U defects sit in a nearest

neighbour position with respect to each other. One would intuitively expect these oppo-

Figure 3.2: Oxygen vacancy cluster that is predicted to form, accommodating two trivalent
cations. The red cube represents the vacant oxygen (V••O ) and the green spheres
represent the trivalent cations residing on a uranium site (T′U).

sitely charged defects to attract each other enough to sit in a nearest neighbour position.

Previous work in CrO2 [156] and ZrO2 [160] showed that this was due to a strain effect on

the lattice due to the defect.

The cluster that incorporates a trivalent interstitial ion in UO2, the {3T′U:T
•••
i }× cluster,

has also been investigated. The lowest energy arrangement involves all the M′U species in

nearest neighbour sites with respect to the T•••i defect ion as illustrated in Figure 3.3.

The solution energies for the defects when they are considered as clustered defects is
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Figure 3.3: Uranium interstitial cluster that is predicted to form, accommodating four trivalent
cations. The green spheres represent the trivalent cations, with the central trivalent
cation being the (12 ,

1
2 ,

1
2 ) interstitial site.

illustrated in Figure 3.4. Cluster formation is shown to be more energetically favourable

compared to isolated defects by comparing the solution energies presented in Figures 3.1

and 3.4. The binding energy of each of the clusters can be ascertained by calculating the

difference in solution energies. The binding energies for the oxygen vacancy clusters is

presented in Figure 3.5. It is evident that the binding energy of the clusters increases with

decreasing trivalent cation size, that is, the smaller trivalent cations will bind more readily.

Irrespective of trivalent ion size the results suggest that cations are accommodated via

the oxygen vacancy compensation mechanism (equation 3.1). Furthermore, the solution

energies are all positive indicating limited solubility in the stoichiometric lattice. Larger

cations are shown to have smaller solution energies into UO2, the minimum energy being

associated with a radius near Gd3+.

The solution energy for Cr2O3, via oxygen vacancy compensation, is 9.15 eV (assuming

isolated defects). This energy is high and suggests that the extent of solution will be very

small. Consequently, it is first necessary to establish if the reaction stated in equation 3.1
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Figure 3.4: Showing the variation in solution energy with oxygen vacancy and trivalent interstitial
defect compensation mechanisms given in equations 3.1 and 3.2 when defects are
treated as clustered.
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Figure 3.5: Binding energy of the constituent defects that make up the {2T′U:V
••
O }× cluster for

a range of trivalent cations. The smaller cations are more bound (i.e. with a greater
negative energy).
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or the UO2 dominant intrinsic defect reaction (the oxygen Frenkel [161]) gives rise to the

majority of oxygen vacancies. The total oxygen Frenkel reaction (equation 3.3 and shown

in Figure 3.6) is 8.32 eV (using the present potential set).

O×O → O′′i + V••O (3.3)

Figure 3.6: Schematic of the formation of an oxygen Frenkel defect pair (both defects shown on
the left in orange, the vacancy as a cube and interstitial as a sphere.

Thus, if it is the controlling oxygen vacancy reaction (which will imply [O′′i ]=[V••O ]), the

equilibrium vacancy concentration will be given by:

[V••O ] = e
−∆HFr

2kT = e
−4.16

kT (3.4)

Conversely, if the solution reaction is dominant, electroneutrality is maintained by 2[Cr′U]

= [V••O ] and it follows that,

[Cr′U]2[V••O ] = e
−∆Hsol

kT (3.5)

⇒ [V••O ] =
3
√

4 e
−∆Hsol

3kT =
3
√

4 e
−3.05

kT (3.6)

Given that ∆HFr/2>∆Hsol/3 when Cr2O3 is considered, the oxygen vacancy concentration

is dominated by the Cr2O3 solution mechanism.

It is possible that defect cluster formation might lower the solution energy sufficiently
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to give rise to higher concentrations of Cr in the UO2 lattice. In this case, the solution

reaction becomes,

Cr2O3 + 2U×U → {2Cr′U : V••O }× + UO2 (3.7)

so that the concentration of clusters in the lattice will be given by

[{2Cr′U : V••O }×] = e
−∆Hcluster

kT (3.8)

where the solution energy assuming cluster formation, ∆Hcluster= 5.1 eV. Since each cluster

results in the accommodation of two Cr3+ ions on uranium lattice sites, the concentration

of Cr3+ ions at lattice sites is therefore equal to 2 e
−∆Hcluster

kT . However, since ∆Hsol/3

< ∆Hcluster, it follows that isolated Cr3+ ions dominate the solution of Cr2O3 in the

stoichiometric lattice, commensurate with a low solubility of Cr2O3 in stoichiometric UO2.

Now, turning to Gd2O3, the isolated solution energy is 2.2 eV whereas the cluster solution

energy is 0.3 eV. Thus, for Gd3+, ∆Hsol/3 > ∆Hcluster and consequently, solution is domi-

nated by {2Gd′U:V
••
O }× clusters. Furthermore, such a small solution energy implies a high

degree of solid solubility commensurate with previous experimental observations [162]. For

trivalent ions of intermediate size, both isolated and cluster mechanisms will be important.

Figure 3.7 presents the changes in drive to form defect clusters over isolated defects as a

function of trivalent cation radius. It can be seen that trivalent cations smaller than and

including In3+ preferentially enter the UO2 lattice as isolated defects.

The results so far have shown that all sesquioxides have a positive solution energy into

stoichiometric UO2, larger cations being more soluble with respect to smaller cations. All

trivalent species enter by forming oxygen vacancy defects similar to those observed for

Y2O3 solution in ZrO2. Solution has been found to be dominated by the extrinsic species

and not intrinsic defect processes. The larger cations will form defect clusters whereas

smaller cations are more likely to form isolated defects, meaning that the oxygen vacancies

will not necessarily associate themselves with the smaller substitutional trivalent cations.

In the forthcoming section solution into a non-perfect lattice is considered, specifically
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Figure 3.7: The drive for the defects produced during solution to cluster forming the {2T′U:V
••
O }×

cluster. Cations that have values lower than 1.0 are predicted to form clusters while
trivalent cations above are predicted to enter UO2 by forming isolated defects.
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looking at the changes in solution mechanism and magnitude in UO2+x.

3.2.2 Reaction into Hyper-stoichiometric UO2

When UO2+x is formed, oxygen interstitials are assumed to preferentially be produced

[163], however uranium vacancies will also accommodate the hyper-stoichiometry. The

following equation can be used to calculate which defect is most favourable:

U×U + 2O′′i → V′′′′U + UO2 (3.9)

The potential set used in this study gives a negative reaction energy of -2.2 eV for this re-

action when all defects are treated as separated species, suggesting that uranium vacancies

are most stable. Even if this is just an artefact of the empirical nature of the potentials,

since the oxygen Frenkel equilibrium (equation 3.3) must be maintained, a decrease in the

V••O concentration will follow. Maintenance of the Schottky equilibrium,

U×U + 2O×O → V′′′′U + 2V••O + UO2 (3.10)

then implies that there is an increase in the VU
′′′′ concentration and therefore VU

′′′′ defects

can be considered more relevant in UO2+x than for stoichiometric UO2.

Thus, given a degree of hyper-stoichiometry UO2+x, T2O3 sesquioxides may be accom-

modated via the following reactions. First, taking advantage of the increase in oxygen

interstitial concentration:

T2O3 + O′i
′ + 2U×U → 2T′U + 2UO2 (3.11)

Second, via the uranium vacancy excess:

V′′′′U + 3U×U + 2T2O3 → 4T′U + 3UO2 (3.12)

In both cases, U5+ ions are already in evidence in the hyper-stoichiometric lattice as charge
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compensating species and it is these species that charge compensate the trivalent T′U ions.

As the defects are oppositely charged, the morphology of the defect cluster was investigated

and it was found that the two defects preferentially sit in a nearest neighbour position to

each other forming the {T′U:U
•
U}
× dimer as illustrated in Figure 3.8.

Figure 3.8: Uranium 5+ cluster that may form, accommodating a trivalent cation. The navy blue
sphere represents the oxidised uranium (U•U), the green sphere represents a trivalent
cation sitting on a uranium site (T′U).

The solution energy of Cr2O3 and that of other trivalent cations into hyper-stoichiometric

UO2 has been calculated. Figure 3.9 presents the trivalent oxide solution energies in UO2+x

for both mechanisms 3.11 and 3.12 when the species are considered clustered within the

urania lattice. Irrespective of the mechanism of accommodation of non-stoichiometry,

by O′′i or V′′′′U , solution energies follow the same trend where increasing the M3+ cation

size reduces the solution energy to a minimum around Gd3+ before increasing again very

slightly. Furthermore, all solution energies are negative when removing oxygen interstitials.

This means that as long as there is hyper-stoichiometry available in the form of oxygen

interstitials, solution of M2O3 will proceed to completion. Solution beyond x in UO2+x will

be subject to the mechanisms of stoichiometric UO2 (with the positive solution energies
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Figure 3.9: Showing the variation in solution energy of various trivalent metal oxides into UO2+x

as a function of cation radius. Both reactions involving hyperstoichiometry in the
uranium dioxide lattice compensated by oxygen interstitials (equation 3.11) and ura-
nium vacancies (equation 3.12) are considered.
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reported in Figure 1). Thus, for small ions such as Cr3+, the solution limit is controlled by

the degree of non-stoichiometry (for all but minute values of x). For species such as Gd3+,

which is highly soluble in UO2, the additional extent of solution in UO2+x will be far less

pronounced.

3.2.3 Validation of Chromium Charge State

Oxides of chromium exist with varying oxidation states commonly from "2+" to "4+".

The "3+" charge state has been used through this study. To justify this DFT and simple

empirical calculations using published ionization energies have been used and are presented

in this section.

The {Cr′U:U
•
U}
× cluster was investigated using DFT. The simulation was achieved by plac-

ing a chromium ion in a 96 atom UO2 cell and allowing the structure to relax electronically

and geometrically. It was found that if the charge of one uranium ion was fixed at 5+ for

15 self consistency steps during the first electronic relaxation, the lowest energy ground

state would be reached. In this situation the charge on the Cr ion was found to be "3+"

with one uranium ion being oxidised to a 5+ charge. Crucially, the system reported a

0.9 eV lower energy than when the charge on the Cr was confined to be 4+. This result

suggests that the non-charge transfer empirical model involving a Cr3+ ion is suitable for

modelling the solution of Cr in the UO2 system.

Another method to check that the charge on the Cr ions remains constant is to use the

empirical potentials to calculate the energy for reaction 3.13. If the reaction is positive,

the reaction is predicted to be un-favourable. The reaction is illustrated in Figure 3.10.

Cr′U + U•U → Cr×U + U×U (3.13)

The energy required for the reaction to proceed is 0.8 eV, suggesting that via the classical

method Cr will exist in the "3+" charge state in UO2 consistent with the DFT+U cal-
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Figure 3.10: Illustration of reaction 3.13. On the left, a Cr3+ cation is charge balanced by a U5+

cation to maintain an overall "4+" charge in the lattice. On the right, the Cr takes
on a "4+" charge and no longer needs to be charge balanced by another defect.

culations (Note: since the classical defect energies assume a fixed charge state, here the

electronic contribution to the change in charge states must be accounted for by including

the electronic ionization energies: Cr3+ → Cr4+; the 4th ionization potential = 49.1 eV and

U4+ → U5+, the 5th ionization potential = 45.7 eV [164]).

3.3 Defect Relaxation Volumes in Uranium Dioxide

This chapter has thus far described the solution characteristics of trivalent oxides into UO2

and has provided understanding of whether a particular trivalent oxide will form a solid

solution as is the case with larger trivalent cations, such as Gd3+, or be highly insoluble

and more likely form a secondary phase, such as Cr3+. These predictions are now advanced

to understand the possible changes in the volume of the crystal due to the incorporation

of defects including the studies trivalent cations. Defect volumes predict the change in

volume of a unit cell as a function of defect concentration. By comparing results from

previous (experimental) published work to the predictions presented here, one can validate

solution mechanisms and also suggest what microstructural changes may be observed with

varying concentrations of each extrinsic defect type. Defect relaxation volume calculations

may also give some insight into the interaction of intrinsic and extrinsic defects and also

to the dopant/fission-product cation interactions with fission gases.

The results have been divided into three main sections that report tetravalent, trivalent



80 Chapter 3. Solution of Dopants and Fission Products in Uranium Dioxide

and divalent extrinsic defects’ effect on the UO2 lattice. In each section a table giving

the defect relaxation volume is presented and compared to experimental data. All these

volumes can be used together to predict the magnitude of swelling/contraction of the

UO2 crystal lattice associated with the concentration of extrinsic defects with a simple

relationship such as:

Percentage Volume Change =

∑
(Cnv)

VUO2

× 100 (3.14)

where ‘VUO2 ’ is the unit cell volume of UO2 (in Å3) and ‘Cn’ is the concentration of the

extrinsic defect in atomistic percent and ‘v’ is the defect relaxation volume.

The change in average lattice parameter can be predicted using:

Lattice Parameter =
∑(

v

|v |
× (Ci × |v |)

1
3

)
+ aUO2 (3.15)

where aUO2 is the lattice parameter of pristine UO2. Given the lattice parameter or volume

changes due to extrinsic defects (fission products or dopants) and a knowledge of the

proportion (inventory) of each element in solution (derived from the fuel history, largely

burnup) an explicit connection with fuel swelling can be made.

3.3.1 Tetravalent Cations

Although this chapter has so far focused on trivalent cations entering the UO2 lattice,

here tetravalent oxides ("4+" cation containing binary oxides) are considered. Late in the

fuel lifetime there are high concentrations (∼5 at.% [51]) of the tetravalent cations Zr4+,

Mo4+, Ru4+ and Ce4+ whilst Am4+, Np4+ and Pu4+ will also be present in small but not

insignificant concentrations (∼0.6 at.% [51]). The swelling arising from the introduction

of the minor actinides is also of interest for the development of mixed oxide fuels such

as (Am,U)O2 and (Pu,U)O2 [165, 166]. These isovalent species simply substitute onto
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uranium cation sites, in both UO2 and UO2+x, via the following reaction:

MO2 + U×U → M×U + UO2 (3.16)

The defect relaxation volumes of Ru, Mo, Zr, Ce, Am, Np and Pu are shown in Figure

3.11. As might be anticipated, as the dopant cation radius (Shannon [167]) is decreased,

the contracting effect on the UO2 lattice is increased. Ions such as Np and Pu exhibit a

limited contracting effect on the lattice where as Ru and Mo, the smaller of the tetravalent

cations studied, have a larger effect.

Figure 3.11: Variation in defect relaxation volume for tetravalent cations in UO2 as a function
of their ionic radius.

Experimental data for both Zr [168] and Ce [169] are included in Figure 3.11 and show

that the experimental values are comparable with the predicted values. An overall trend
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for the defect relaxation volume for tetravalent defects is given by (R2=0.996):

v = 218.1 r − 215.7 (3.17)

where ‘r’ is the tetravalent cation radius (co-ordination number 8). This relationship can

be used to predict the defect relaxation volumes for tetravalent ions not considered in this

work. Thorium for example, which has a radius of 1.03Å is predicted to have a defect

relaxation volume of positive 9.5Å3.

Table 3.1: Defect relaxation volumes of tetravalent cations accommodated in UO2

Impurity Calculated Defect Volume, v (Å3) Experimental Defect Volume, v (Å3)
Ru -51.85 -
Mo -47.55 -
Zr -30.40 -27.7 [168]
Am -6.88 -
Pu -6.50 -
Np -3.16 -
Ce -5.18 -5.1 [169]

3.3.2 Trivalent Cations

Trivalent oxides are produced in high concentrations as fission products and as already

discussed, trivalent oxides are added to UO2 to improve the in-pile performance [38, 74].

The accommodation of aliovalent trivalent cations into uranium dioxide is not as simple

as that of isovalent tetravalent cation incorporation. In particular, the substitution of a

trivalent cation at a site usually occupied by a tetravalent species results in the formation

of a T′U defect (where the dash indicates a net charge of -1). Consequently it is necessary to

charge compensate by either an oxygen vacancy, V••O (where the two dots indicate a double

positive charge) or a U5+ species, U•U as already discussed. The opposite charges of T′U

and V••O or T′U and U•U means there is an energy advantage for them to form neutral defect

clusters. Below are the two charge neutral defect cluster reactions that were previously

established as responsible for the accommodation of trivalent cations in UO2 and UO2+x:
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• Oxygen vacancy cluster (in UO2) - {V••O : 2TU
′}× via:

T2O3 + O×O + 2U×U → {V••O : 2T′U}× + 2UO2 (3.18)

• Uranium 5+ mediated cluster (in UO2+x) - {U•U : TU
′}× via:

T2O3 + O′′i + 2U•U + 2U×U → 2{U•U : T′U}× + 2UO2 (3.19)

It was established that for all but the very lowest defect concentrations the defect clusters

are dominant over isolated charged defects in Section 3.2.1. Hence, it is appropriate to

consider only clusters as only these concentrations of defects result in observable changes.

The simulation results of the two cluster reactions are compared with experimental data

for Cr3+ [82], Y3+ [170], Dy3+ [171], Gd3+ [172], Eu3+ [170], Sm3+ [173], Nd3+ [170], Pr3+

[174] and La3+ [175] and are reported in Table 3.2.

Table 3.2: Defect volumes for trivalent cations accommodated in UO2 (via oxygen vacancy com-
pensation, equation 3.18) and UO2+x (via U5+ ion compensation, equation 3.19).
Neutral defect cluster formation is assumed in each case.

Impurity UO2 Defect UO2+x Defect Experimental
Volume, v (Å3) Volume, v (Å3) Volume, v (Å3)

Cr -26.11 -52.58 -27.7 [82]
Fe -44.3 -53.33 -
In -22.76 -35.34 -
Y -1.10 -19.38 -23.9 [170], -2.6[170], -21.0 [170]
Dy -0.09 -17.09 3.75 [171], -5.33 [176]
Gd 5.26 -13.21 -15.6 [170]
Eu 3.60 -13.44 -13.2 [170]
Sm 10.79 -7.12 0.00 [173]
Nd 13.02 -2.56 -6.23 [170]
Pr 16.40 -1.64 -1.78 [174], 18.08 [174]
La 21.71 3.33 9.2 [175]

In Section 3.2.1 it was predicted that the initial solution of trivalent cations occurs by

taking up any oxygen excess (hyperstoichiometry) resulting in a negative solution energy
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. Solution will proceed in this manner (producing the {U•U:T
′
U}
× clusters) until the excess

of oxygen is exhausted. Beyond this, solution will proceed by forming V••O defects (i.e. via

the stoichiometric mechanism).

Table 3.2 reports that the experimental results agree well with either the result for UO2

or UO2+x. Exceptions to this are Sm, La and Dy which have experimental defect volumes

in-between the two predicted values, consistent with solution proceeding by consuming the

excess oxygen and then proceeding by producing oxygen vacancies, forming an averaged

defect relaxation volume (the defect relaxation volume for Nd does not match well to the

experimental data).

Taking Pr3+ as an example, one can see that the experimental defect volumes [174] match

closely for both UO2 and UO2+x calculated results. From the X-ray diffraction (XRD)

experimental data of Yamashita et al. [174], it is evident that there are two regimes of

behaviour; as solution increases the uranium dioxide lattice parameter initially decreases

(when in a vacuum) or shows a slight increase (when in a He atmosphere). This behaviour

is then followed by an increase once a certain quantity of Pr has been added (v=18.08).

This is entirely consistent with the calculated defect relaxation volumes in Figure 3.12. In

the first regime, the reaction shown in equation 3.19 dominates while in the second regime,

the reaction given in equation 3.18 is seen to proceeds (as the excess oxygen in the lattice

has been removed by the initial Pr3+ additions).

XRD data for Y3+ solution is similar to Pr3+. Ohmichi et al. [170] clearly discuss this

behaviour taking results from [177], showing two different lattice parameter variations with

Y3+ content under different oxygen potential environments, one forming (U1−x, Yx)O2−x
2
,

which is consistent with the formation of oxygen vacancies (UO2) and the second forming

(U1−x,Yx)O2, which is consistent with the formation of oxidized uranium ions (UO2+x).

Again, it is clear that there is a strong dependence of defect relaxation volume on the

oxidation state of the material.

For Cr3+, the experimental defect relaxation volume matches closely with the defect volume

for hyper-stoichiometric uranium dioxide. The relative insolubility of Cr2O3 in UO2 with
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respect to other trivalent oxides has been discussed in Section 3.2.1 where it was predicted

that it will only be soluble in significant amounts given oxygen excess, resulting in solution

by forming Cr′U and U•U defects. The concentration of Cr2O3 added by Leenaers [82] is

small and therefore consistent with Cr3+ forming oxidised uranium defect clusters (equation

3.19) as proposed here.

Figure 3.12: Defect volumes for trivalent cations accommodated in UO2 (via oxygen vacancy
compensation, equation 3.18) and UO2+x (via U5+ ion compensation, equation
3.19). Neutral defect cluster formation is assumed in each case.

Interestingly the difference in defect relaxation volume between UO2 (Equation 3.18) and

UO2+x (Equation 3.19), shown in Figure 3.12, increases as a function of dopant radius.

This is because in UO2+x the U5+ ion itself has a negative volume, which is better at

compensating for the larger dopant cations.
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3.3.3 Divalent Cation

Divalent cations are produced in a significant concentrations as fission proceeds in UO2

nuclear fuel. Both Sr and Ba are examples of divalent fission products [131, 57, 51, 53].

Mg is important as MgO has been considered as the matrix for an inert matrix fuel and is

therefore also considered in this study.

In a manner similar to trivalent cations, divalent cations require charge compensating

defects to be accommodated within UO2 or UO2+x. Two different reactions have been

identified as possible, analogous to those suggested in section 3.3.2 for trivalent cations.

The clusters considered are:

• Oxygen vacancy cluster - {V••O : DU
′′}× (in UO2):

DO + U×U + O×O → {D′′U : V••O }× + UO2 (3.20)

• Uranium 5+ mediated cluster {2U•U : DU
′′}× (in UO2+x):

DO + 2U•U + O′′i + U×U → {D′′U : 2U•U}× + UO2 (3.21)

D′′U being a divalent cation on a uranium site. Defect volumes for divalent cations are

reported in Figure 3.13 and Table 3.3. Experimental data, with which to compare, is

available for only Sr2+. As with trivalent cation accommodation, the experimental defect

volume for Sr2+ corresponds strongly with one of the predicted defect volumes, in this case

with UO2+x. This would be consistent with solution of Sr2+ proceeding by taking up any

excess stoichiometry available, forming the {2U•U:DU
′′}× cluster. Further additions of Sr2+

may exhaust the excess oxygen, then forming the {V••O :DU
′′}× defect cluster thereafter.
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Table 3.3: Defect relaxation volumes of divalent cations accommodated in UO2 andUO2+x.

Impurity UO2 Defect UO2+x Defect Experimental
Volume, v (Å3) Volume, v (Å3) Volume, v (Å3)

Mg -18.74 -25.69 -
Zn -10.46 -21.55 -
Cd 5.71 -13.41 -
Sr 27.62 -3.15 -3.2 [178]
Ba 50.00 7.75 -

Figure 3.13: Defect volumes for divalent cations accommodated in UO2 (via oxygen vacancy
compensation, equation 3.20) and UO2+x (via U5+ ion compensation, equation
3.21). Neutral defect cluster formation is assumed in each case.
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3.3.4 Lattice Parameter Variation with Burnup

The change in lattice volume due to the accommodation of soluble dopants, resulting from

a given burnup can now be predicted and compared to experimental data. This is subject

to a number of assumptions - not least of which is that the inventory of dopants are all

accommodated in the lattice rather than in a secondary phase precipitate (see Kleykamp

[57] for a discussion of grey phase precipitate experimental studies and Grimes and Catlow

[51] for modelling predictions). Each dopant does have a solution limit but these are not

usually well established. Nevertheless, by predicting the inventory of a typical PWR UO2

fuel as a function of burnup one can establish the limiting concentration and use equation

3.14 to calculate the predicted volume. Data from FISPIN 7A has been used [58], including

specifically the significant fission products: Sr, Ba, Y, La, Pr, Nd, Sm, Eu, Gd, Dy, Zr and

Ce. The results are plotted in Figure 3.14 and compared to experimental data from Une et

al. [59] and Davies and Ewart [60] (both are obtained from XRD data after annealing of

irradiated fuel), which suggest only a small change in volume as burnup progresses. This

suggests that the data of Une et al. is consistent with solution in stoichiometric UO2.

Conversely, the present data suggests as a distinct decrease in cell volume when the lattice

is oxidised to UO2+x. Thus, the data from Davies and Ewart appears to agree better with

the accommodation of fission products by taking up some excess oxygen (equations 3.19

and 3.21).

The clear difference in value change between stoichiometric and hyper-stoichiometric ma-

terials has implications because the rim of a pellet in a typical PWR fuel pellet is nearer

stoichiometry (due to the zirconium cladding gettering oxygen and oxygen migrating up

the thermal gradient [179]) than the centre of the pellet. Thus, measurable changes in

lattice parameter are not expected to be observed in the rim: the stoichiometric compo-

sition means that a UO2 grain accommodating a significant inventory of fission products

will appear to have the same lattice parameter as a dopant free UO2 grain.
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Figure 3.14: Variation of UO2 unit cell volume with burnup due to fission products using con-
centrations from [58], compared to data from Une et al. [59] and Davies and Ewart
[60].
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3.4 Summary

Simulations have been carried out to establish the mechanism of solution for a range of

trivalent oxides in UO2 and UO2+x. A strong dependence on cation radius was predicted in

both cases. For UO2, a bound oxygen vacancy cluster {2M′U:V
••
O }× provided the preferred

solution mechanism for all but the smallest trivalent cations (e.g. Cr3+), where isolated

defects are preferred. In UO2+x, all trivalent cations form stable clusters with U5+ ions (i.e.

{M′U:U
•
U}
×), that are present as charge compensating species for the hyper-stoichiometry.

In UO2, Gd2O3 and other large trivalent cation oxides were found to be much more soluble

than small cations, which is in agreement with currently available data [162]. The solu-

tion energies all become negative when hyper-stoichiometric UO2+x is considered, which

corresponds to a dramatic change in solubility of Cr3+ and other small cations but not for

Gd3+ and other larger cations. This is a consequence of a change in solution mechanism

whereby the trivalent substitutional species can consume defects made available through

hyper-stoichiometry. The solution mechanism predicted here for Cr2O3 accommodation

contradicts that previously assumed [82].

The solubility limit of the smaller cation containing sesquioxides such as Cr2O3 is controlled

by the oxidation state of the uranium dioxide, that is, the amount of Cr3+ that can

enter solution is highly dependent on the degree of hyper-stoichiometry. Conversely, larger

cations such as Gd3+, being already highly soluble in UO2, are not much more stable

in UO2+x and as such their solubility is not greatly changed by the degree of hyper-

stoichiometry.

DFT calculations have shown that chromium will maintain its "3+" charge within UO2,

charge compensated by an adjacent uranium ion in a 5+ charge state.

Subsequently, calculations were carried out to provide a catalogue of defect volumes asso-

ciated with the accommodation of divalent, trivalent and tetravalent cations in uranium

dioxide. The individual effect of each dopant is predicted and used alongside a fission

product inventory code, to predict the overall change in volume of of the lattice. Following
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previous work in this chapter, solution mechanisms in stoichiometric UO2 require oxygen

vacancy charge compensation defects to be formed for aliovalent dopants. Conversely, in

hyperstoichiometric UO2+x, these charged dopants take advantage of the excess oxygen

and are charge compensated by U5+ ions. Again, following previous work, the charged

dopants and their charge compensating defects form neutral defect clusters, upon which

the volume calculations are based. Where experimental data is available, the predictions

are in good agreement.

While this is a suitable method of predicting the change in lattice parameter of uranium

dioxide, care must be taken when considering high concentrations of fission products as

each cation will have a concentration limit. Comparison to experimental data for the over-

all lattice volume change (swelling) is therefore limited here to modest burnups. Once the

solution limits of each dopant are established as a function of stoichiometry, it will be pos-

sible to extend the current model to higher burnups, assuming equilibrium is maintained.

However, this may not necessarily be the case. For example, Cr3+ is only soluble in UO2+x.

As the lattice moves towards a stoichiometric composition, it must be accommodated by

oxygen vacancy compensation. This is possible because oxygen vacancies are fast diffusion

species in the fluorite lattice. Conversely, Cr3+ ions will be much slower moving species.

The result, at least initially upon stoichiometry changes will be an expansion of the lattice

volume (see Figure 3.12), until Cr3+ ions are expelled from the lattice and equilibrium is

re-established. As a consequence, fuel performance codes may eventually take into account

such changes in fuel volume over their whole life-times.

Results also suggest that the lattice parameter in stoichiometric fuel, as seen near the

fuel rim, will not vary to any great extent from the nominal UO2 lattice parameter. This

questions earlier studies that have described the high burn up structure crystals as ‘clean’

whereas dopants could be present but accommodated via a different compensation mecha-

nism to the more oxidised inner pellet material, resulting in a near zero volume expansion.

Results have suggested that as Cr3+ is released from solution either by displacement of

fission products or changes in stoichiometry, an increase in lattice parameter will be evident.



92 Chapter 3. Solution of Dopants and Fission Products in Uranium Dioxide

As a consequence, fuel performance codes may wish to take into account a slight increase

in fuel volume over the life-time of Cr2O3 doped fuels.

In summary, the work presented has given some useful trends and indications into how

cations will effect the volume of the UO2 lattice. Further work on this subject should

include the effect of further clustering of the cations to ascertain whether this will have an

impact on the crystal swelling presented in this work. The solution limits of the extrinsic

cations should also be further examined with relation to the formation of ‘grey phases’ and

more complex precipitates than the simple sesquioxides considered in this work.



Chapter 4

Effect of Trivalent Cations on the

Transport Processes In Uranium

Dioxide

“Anyone who has never made a mistake has never tried anything new.”

- Albert Einstein [180].

4.1 Introduction

The previous chapter was primarily focused on gaining an understanding of where and how

trivalent cations are accommodated in the uranium dioxide crystal lattice. This work is

now extended to predict how key defect transport processes are modified in the presence

of trivalent cations in the urania lattice.

The mechanism for fission gas release has been the focus of numerous studies with the

primary goal of improving fuel code predictions [181, 182, 73, 183]. Being able to reliably

predict rates of fission gas release will allow fuel to be used more efficiently and safely. One

way to achieve this is via an improved mechanistic understanding of the processes involved,

93
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eventually allowing unexpected behaviour and environments to be as well predicted as the

standard situations.

It has been shown that once in solution, fission gases are likely to migrate via a uranium

vacancy mechanism [184]. This will be limited by uranium vacancy migration [161] and

there are a number of studies suggesting an activation energy for this type of release [161].

In this chapter, the effect of trivalent cations in solution on vacancy migration in UO2+x

is studied, to gain an understanding of the impacts of dopants and fission products on

the diffusion kinetics (and therefore release) of xenon. The dopant oxide Cr2O3 in UO2+x

is considered in detail, discussing the change in thermally activated diffusion and how it

relates to the expected fission gas retention due to the larger grain size.

4.2 Migration Processes

Two possible mechanisms are considered for the migration of trivalent species in UO2: i)

a sequential diffusion process where a vacancy is bound to a trivalent cation and moves

through the UO2 lattice via sequential re-arrangement of a {V′′′′U :M′U}
× cluster (bound by

oxidised uranium defects, U•U) illustrated in Figure 4.1, or ii) a capture release mechanism

Figure 4.1: Diffusion of a species (red sphere) by a sequential movement of a vacancy (box) in a
(100) FCC plane of UO2.

where the uranium vacancy is captured by the trivalent cation, the trivalent cation migrates

into the vacancy and the new vacancy is released into the bulk (illustrated in Figure 4.2).

The effect of trivalent doping on vacancy diffusion in UO2 will be linked with mechanisms

i) and ii). Any enhancement of migration compared to undoped UO2 will lead to an
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Figure 4.2: Diffusion of a species (red sphere) by the capture then release of a vacancy (box) in
a (100) FCC plane of UO2.

increase in vacancy diffusivity. If i) dominates, the vacancy diffusivity will be the same as

the largest migration barrier step in the sequential migration but if ii) dominates, vacancy

diffusion will be more complicated as the thermodynamic drive for a vacancy to move

towards the trivalent cation will need to be considered as well as the migration barriers.

4.3 Uranium Vacancy Cluster Morphology and Migration

In the previous chapter it was discussed that chromium and iron cations will only enter

UO2 in significant concentrations with an associated hyperstoichiometry. In this regard,

hyperstoichiometric UO2+x is considered. This section investigates vacancies and triva-

lent cations accommodated in the lattice by forming U5+ charge compensating defects, i.e.

{V′′′′U :4U•U}
× for vacancies and {V′′′′U :T′U:5U

•
U}
× for vacancies bound to substitutional triva-

lent cations (T). Initially, we consider the migration of vacancies in hyperstoichiometric

fuel, UO2+x.

To understand the morphology of these clusters a series of Mott-Littleton calculations have

been carried out to identify the arrangement that gives the lowest defect energy. For both

the {V′′′′U :4U•U}
× and the {V′′′′U :T′U:5U

•
U}
× cluster, the vacancy was placed in the centre of

a 2×2×2 supercell and the other defects arranged around it (the 2×2×2 supercell is part

of a larger 4×4×4 supercell). After the lowest energy cluster morphology is determined for

each cluster, the cluster morphology that gives the lowest migration energy for U4+, U5+

and Cr3+ is determined by carrying out a series of RFO calculations (see Methodology,

Chapter 2).



96Chapter 4. Effect of Trivalent Cations on the Transport Processes In Uranium Dioxide

First considering the uranium vacancy, the number of U5+ defects was increased from 0

to 4 so it is possible to understand how they associate themselves with the vacancy. 31

calculations were carried out for the single U5+ cation (2×2×2×4=32, corresponding to

the number of uranium sites in a 2×2×2 supercell minus the uranium vacancy site). 930

calculations are required to find the lowest energy cluster for 2 U5+ and one uranium

vacancy (31×30); 26,970 calculations were carried out to find the lowest energy cluster

for a vacancy with 3 U5+ cations (31×30×29). Four U5+ cations would need 755,160

calculations, excessive for the purpose of this study and a number of assumptions have

therefore been made to study this system in a more computationally convenient manner,

discussed subsequently in this chapter. Information from calculations with 1, 2 and 3

U5+ cations have been used to inform on the behaviour of vacancies surrounded by 4 U5+

cations.

For each migration mechanism the migration energy barrier for the lowest energy cluster has

been calculated. In addition, the metastable arrangements for each cluster is investigated to

determine if a lower total energy migration is possible (added cluster energy plus migration

energy barrier) and therefore more favourable. First, it is necessary to consider the barrier

associated with a U4+ ion moving into an isolated vacancy in the absence of U5+ cations.

4.3.1 0 × U5+ Cations

RFO calculations were used to calculated the migration energy barrier for a U4+ cation in

the absence of any charge balancing U5+ cations. The migration barrier for the U4+ cation

in the <110> direction was found to be 6.99 eV. It should be now noted that the migration

of a U4+ ion in the <100> direction was found to proceed with an energy of 12.01 eV,

much higher than the barrier to migration in the <110> direction. The following, more

complex calculations will only consider migrations in the <110> direction.
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4.3.2 1 × U5+ Cation

When one U5+ cation is considered it will bond with a vacancy in to a nearest neighbour

position. Figure 4.3 illustrates the lowest energy cluster along with the migration of a U4+

cation. Post migration the cluster is symmetrically identical. The barrier for the migration

Figure 4.3: The lowest energy cluster containing one uranium vacancy and one U5+ ion (note:
this is not a charge neutral cluster). The uranium vacancy is represented by a blue
cube and the U5+ ion as a green sphere. The migrating U4+ cation is represented by
a solid blue sphere.

of the U4+ cation in the arrangement illustrated in Figure 4.3 is 6.77 eV. However, Figure

4.4 reports a cluster that is 0.65 eV less stable than this can be formed, which provides an

energy barrier 0.12 eV lower than that associated with the most stable cluster arrangement.

The arrangement that gives the smallest migration barrier for a U4+ cation into a vacancy,

charge compensated by just one U5+ cation is illustrated in Figure 4.5. The U4+ cation

is migrating away from the the U5+ cation in the <110> direction leaving the vacancy

and the U5+ cation in a nearest neighbour position to each other. It is clear that more

energy is needed to create the lowest migration energy cluster, is larger than the reduction
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Figure 4.4: The energy barrier (eV) to migration for a U4+ cation migrating into a uranium
vacancy in the <110> direction for all calculated cluster morphologies plotted against
the cluster stability relative to the most stable arrangement of {V′′′′U :U•U}

′′′ cluster.
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Figure 4.5: The cluster morphology that produces the smallest barrier to migration that contains
two uranium vacancies, one migrating U4+ cation and 1 U5+ ion. The uranium
vacancy is represented by a blue cube and the U5+ ion as a green sphere. The
migrating U4+ cation is represented by a solid blue sphere half way between uranium
lattice sites.
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in the energy barrier meaning the transition will be less favourable. Figure 4.4 reports

no migration processes where sum of the formation energy of a metastable cluster (i.e.

compare to the most stable arrangement) and the migration barrier is smaller than the

migration barrier for the ground state arrangement.

Migration of the U5+ species in the <110> direction proceeds with a energy barrier to

migration of 9.5 eV, significantly higher th an for U4+ cations. U4+ ions are therefore

expected to migrate into vacancies far more readily than U5+ cations.

At this point it is pertinent to review the properties of the U5+ species. It has often been

described as a small polaron [26] that is, an electronic hole localised on a single uranium ion.

Furthermore, the hole can hop between uranium ions with an activation energy between

equivalent sites that has been estimated to be 0.1 eV [26]. This is substantially smaller

than the difference between the activation energies for migration of a U4+ and U5+ ions.

Consequently, for an U4+ ion to migrate into a vacancy, the U5+ cations are likely to

re-arrange themselves, possibly during the U4+ migration, to lower the energy barrier to

migration. This will be further tested below when considering two U5+ ions in the system.

For a U5+ ion to migrate, it is likely that the ion will accept an electron from another ion,

become a U4+ cation and allow it to migrate with a lower energy. After the migration, the

cation may or may not release the electron to become a U5+ cation again, depending on

the local {V′′′′U :U•U}
′′′ cluster geometry.

This section has considered a cluster with a total charge of 3-, as the negatively charged

vacancy is only partly charge balanced by one U5+ cation. Next, we consider the vacancy

with 2 U5+ cations.

4.3.3 2 × U5+ Cations

When two U5+ ions are considered, the energetically most favourable configuration is

that in which they both sit in nearest neighbour positions to the vacancy but since they

repel each-other due to Coulombic interactions, they therefore form the cluster shown in
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Figure 4.6 where they sit in a 2nd nearest neighbour position to each-other (in the <100>

direction). The lowest energy of U4+ ion migration in a <110> direction associated with

Figure 4.6: The lowest energy cluster containing one uranium vacancy and 2 U5+ ions (note: this
is not a charge neutral cluster). The uranium vacancy is represented by a blue cube
and the U5+ ions as green spheres.

this cluster is 6.53 eV. The migration is illustrated in Figure 4.7.

Figure 4.8 reports all of the migration energy barriers for a U4+ cation as a function

of cluster stability relative to the lowest energy cluster illustrated in Figure 4.6. The

arrangement of U5+ cations that gives the lowest energy migration for a U4+ cation is

illustrated in Figure 4.9 (it is 0.73 eV less stable that the lowest energy arrangement of

U5+ cations). The energy barrier for U4+ migration associated with this cluster is 6.42 eV,

which is 0.23 eV lower than when only one U5+ cation was considered. For this migration

to proceed the system must gain 0.73 eV in energy but the migration barrier only falls by

0.11 eV and is therefore unfavourable with respect to the lowest energy arrangement of the

{V′′′′U :2U•U}
′′ cluster.
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Figure 4.7: This is the cluster that will facilitate the migration of a U4+ ion to migrate into a
vacancy with the lowest total energy. The uranium vacancies are represented by a
blue cube and the U5+ ions as green spheres.
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Figure 4.8: The energy barrier to migration for a U4+ cation migrating into a uranium vacancy
in the <110> direction for all calculated cluster morphologies plotted against the
morphology stability relative to the most stable arrangement of {V′′′′U :2U•U}

′′ cluster.
The line represents the migration energy for the lowest cluster morphology arrange-
ment minus the relative cluster energy to calculate whether a migration is more or
less favourable than that for the most stable cluster.
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Figure 4.9: The cluster that will allow the migration of a U4+ ion to migrate into a vacancy
with the lowest energy with two U5+ ions in the cluster. The uranium vacancies are
represented by a blue cube and the U5+ ions as green spheres. The migrating U4+

ions is represented by a solid dark blue sphere.
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The energy barrier for one of the U5+ cations to migrate from the lowest energy morphology

is found to be 9.29 eV. However, the lowest total energy migration required involves a

metastable cluster. The lowest migration arrangement of cations is illustrated in Figure

4.10 and is 0.90 eV less stable than the cluster shown in Figure 4.6. Similar to the U4+

Figure 4.10: The cluster that will facilitate the migration of a U5+ ion into a vacancy with the
lowest energy. The uranium vacancies are represented by a blue cube and the U5+

ions as green spheres.

migration, the lowest energy migration will not occur often due to the energy penalty

in forming the cluster. Instead, a more stable cluster that will still enable migration to

proceed readily will be more likely. All of the migration energies are given as a function

of the relative cluster stability in Figure 4.11. One such migration process is illustrated in

Figure 4.12 and has an energy barrier of 8.67 eV but is only 0.05 eV less stable than the

stable cluster. The barrier to migration is still significantly higher than U4+ migration and

therefore a cation that is initially a U5+ cation will gain an electron to become U4+ and

migrate as discussed earlier in this chapter.
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Figure 4.11: The energy barrier to migration for a U5+ cation migrating into a uranium vacancy
in the <110> direction for all calculated cluster morphologies plotted against the
morphology stability relative to the most stable arrangement of {V′′′′U :2U•U}

′′ clus-
ter. The line represents the migration energy for the lowest cluster morphology
arrangement minus the relative cluster energy to calculate whether a migration is
more or less favourable than that for the most stable cluster.
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Figure 4.12: The cluster that will allow the migration of a U5+ ion to migrate into a vacancy
with a low energy and an morphology close to the ground state morphology. The
uranium vacancies are represented by a blue cube and the U5+ ions as green spheres.
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4.3.4 3 × U5+ Cations

Three U5+ cations are now considered bound to the uranium vacancy and, once again, it is

found that in the most stable cluster they all bind in a nearest neighbour position, but with

an arrangement that allows maximum distance of the U5+ ions from each other (see Figure

4.13). Figure 4.14 reports that this cluster will give a migration energy barrier of 7.13 eV.

Figure 4.13: The lowest energy cluster containing one uranium vacancy and 3 U5+ ions (note:
this is not a charge neutral cluster). The uranium vacancy is represented by a blue
cube and the U5+ ions as green spheres.

There is a cluster with only a slightly higher energy of 0.05 eV that gives a migration

energy barrier of 6.01 eV, markedly lower than the migration involving the most stable

cluster. Interestingly, the migration energy is lower than that for a vacancy associated

with 0, 1 or 2 U5+ cations. Furthermore, Figure 4.14 shows that there are a few different

clusters that provide migration barriers close to 6 eV. There are many others that provide

a lower overall barrier than the most stable cluster, even once their relative lower stability

is taken into account.
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Figure 4.14: The energy barrier to migration for a U4+ cation migrating into a uranium vacancy
in the <110> direction for all calculated cluster morphologies plotted against the
morphology stability relative to the most stable arrangement of {V′′′′U :3U•U}

′ cluster.
The line represents the migration energy for the lowest cluster morphology arrange-
ment minus the relative cluster energy to calculate whether a migration is more or
less favourable than that for the most stable cluster.
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When migration of a U5+ into the vacancy of a {V′′′′U :3U•U}
′ cluster is considered there

is once again a spread of migration energy barriers for the different clusters. Figure 4.15

reports the migration energies associated with a U5+ ion migration for a range of different

clusters. It is clear that there is a large spread in the data and that clusters near the

Figure 4.15: The energy barrier to migration for a U5+ cation migrating into a uranium vacancy
in the <110> direction for all calculated cluster morphologies plotted against the
morphology stability relative to the most stable arrangement of {V′′′′U :3U•U}

′ cluster.
The line represents the migration energy for the lowest cluster morphology arrange-
ment minus the relative cluster energy to calculate whether a migration is more or
less favourable than that for the most stable cluster.

ground state arrangement of the {V′′′′U :3U•U}
′ cluster do not have a significantly lower

migration energy barrier. It follows that migration of vacancies will still be dominated by

U4+ migration.

The complexity of V′′′′U migration in UO2 when the vacancy is charge balanced by U5+

cations is clearly very complicated. Results suggest that instead of having a simple mi-

gration through UO2, as the U5+ cation is able to hop to a different sites readily (as it

can be considered a small polaron), the number of potential migration mechanisms is large
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and metastable arrangements of the various part charged compensated clusters appear

to be more favourable for facilitating migration than the most respective stable cluster

arrangement.

4.3.5 4 × U5+ Cations

If four U5+ cations were to be considered, too many calculations would be required to

calculate the lowest energy configuration in this 4×4×4 supercell (more than 750,000 sep-

arate calculations). As one of the U5+ was found to sit in a nearest neighbour position

to the vacancy for all other clusters (1 to 3 U5+ ions) an assumption has been made to

simplify the calculation, by keeping one of the U5+ cations in the nearest neighbour posi-

tion allowing the lowest energy cluster to be formed by the other 3 U5+ ions (this involves

24,360 calculations, although the full 755,160 calculations are still required for the migra-

tion calculations and are therefore not included in this study). The lowest energy cluster

morphology is shown in Figure 4.16. Three U5+ take up nearest neighbour positions to

the vacancy and one takes up the 2nd nearest neighbour position. This is not the intuitive

arrangement of U5+ cations as one of the U5+ cations takes up a nearest neighbour po-

sition to two other nearest neighbour U5+ cations. This may be due to strain effects on

the lattice or may be an artefact of the empirical potentials used in this study (see further

work section). There are 24 other arrangements of U5+ cations within 0.3 eV of the lowest

energy structure shown in Figure 4.16.

Although the migration energy for the vacancy has not been calculated for 4×U5+ cations

in the vacancy cluster, the trend suggests that the energy could be lower still than when 3

U5+ cations are considered. This should be investigated further (see future work section)

but for this study, the relative effects will allow a qualitative comparison of how dopants

and fission products will change the vacancy diffusion characteristics of UO2+x.
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/

Figure 4.16: The lowest energy cluster containing one uranium vacancy and 4 U5+ ions (note:
this is a charge neutral cluster). The uranium vacancy is represented by a blue cube
and the U5+ ions as green spheres.

Table 4.1: Summary of uranium cation migration energies (eV) into a V′′′′U balanced by U5+

cations. All migration processes processes are for U4+ ions migrating into a vacancy
as opposed to U5+ as these were found to be universally lower.

Number of Lowest Stable Cluster Lowest Metastable Cluster Mediated
U5+ Ions Mediated Migration Energy Migration Energy(Relative Cluster Energy)

0 6.99 -
1 6.77 6.65 (0.65)
2 6.53 6.42 (0.73)
3 7.13 6.01 (0.05)
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4.3.6 Summary of Uranium Vacancy Migration in Undoped UO2+x and

Future Work Required

Section 4.3 has highlighted the complexity of uranium ion migration via V′′′′U defects in

UO2, when charge balanced by U5+ cations. We can form a number of conclusions from

the results presented so for but there is a great deal of future work required to fully establish

uranium vacancy diffusion in UO2.

It is clear from the calculations that U5+ migration is higher energy compared to U4+

migration. For a U5+ ion to migrate it first needs to take up an electron to become a U4+

ion, which is possible as the U5+ ions behave like small polarons. This trend is likely to

be the same for the neutral {V′′′′U :4U•U}
× cluster, although further work should be carried

out to confirm this.

The association of multiple U5+ cations changes the barrier for migration of U4+. A number

of lower energy processes are possible when various metastable clusters are present. It is

likely that the trend will be the same for the neutral {V′′′′U :4U•U}
× cluster. Work needs

to be carried out to understand whether the migration barrier rises as another U5+ ion is

associated with the cluster or falls (as was the case with each progressive addition of U5+

cations from 0 to 3).

The diffusion of V′′′′U species in UO2+x has been shown to be complex. This work is a

step in the direction of being able to correctly predict the effective migration of U4+ via

vacancies. It also allows some qualitative comparison to the vacancy migration in the

presence of trivalent cations as will be discussed next.

4.4 Trivalent Cation and Vacancy Cluster Morphology

Now that there is a reasonable understanding of the arrangement of U5+ cations around

a single vacancy and the vacancy diffusion characteristics, the next step is to understand

the morphology of a cluster that contains a vacancy and a trivalent cation bound with
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varying numbers of U5+ cations. The calculations were carried out in a similar manner to

the investigation into the morphology of the cluster consisting of a vacancy and U5+, with

the vacancy being defined as a constant and the U5+ cation positions varied in order to

identify the lowest energy arrangement.

To calculate the lowest energy arrangement of the trivalent cation, the vacancy and the

varying number of U5+ cations, the trivalent cation was placed in a nearest neighbour

position with respect to the vacancy but then moved away sequentially to a 4th nearest

neighbour position, at each step all of the arrangements of U5+ cations were considered.

The investigation of a V′′′′U with a substitutional trivalent cation were carried out with 0

to 2 U5+ species in the cluster. Further additions of U5+ cations are too computationally

intensive to consider at this time.

4.4.1 Binding of Trivalent Cations To Vacancies

For migration of the trivalent cation to occur via a vacancy mechanism, the trivalent species

must be able to associate itself with a vacancy, either taking up a 1st nearest neighbour

position (allowing migration in the <110> direction) or a 2nd nearest neighbour position

(allowing migration in the <100> direction). If a species does not easily take up one

of these positions, either by it being the most stable site or by it being a site that is a

preferable metastable site, it is unlikely that migration of the trivalent species will occur

via a vacancy mediated mechanism.

When two U5+ cations are present, the {V′′′′U :T′U:2U
•
U}
′′ cluster is formed (where ‘T’ is

a trivalent cation). Consideration of a range of T3+ ions shows that only Fe and Cr are

bound to the vacancy in a position that will allow migration of the species into the vacancy

(i.e. the 1st or 2nd nearest neighbour position). Both Cr and Fe preferentially occupy the

2nd nearest neighbour position. This is reported in Figure 4.17. The binding energy was

calculated by considering the following equation:

V′′′′U + 2U•U + T′U → {V′′′′U : T′U : 2U•U}′′′ (4.1)
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Figure 4.17: Binding energy of the most stable {V′′′′U :Cr′U:2U
•
U}
′′′ cluster with various V′′′′U to

Cr′U separations.

The lowest energy cluster morphology for the {V′′′′U :Cr′U:2U
•
U}
′′ cluster is illustrated in

Figure 4.18.

Cations larger than Fe3+ are not preferentially bound to the vacancy in a nearest neighbour

position. More specifically, they do not preferentially occupy a 1st, 2nd or 3rd nearest

neighbour position with respect to the uranium vacancy. In the series of calculations

carried out only interactions up to the 4th nearest neighbour where considered and this (4th

neighbour) is the most stable position for trivalent species larger than (and not including)

Fe3+. The same trend was seen for the clusters involving one U5+ cation and no U5+

cations. The binding energies of an In3+ cation, a V′′′′U and 2U•U at various V′′′′U and In′U

separations is reported in Figure 4.19.

Further detailed calculations are now limited to the chromium cation. The lowest energy

cluster morphology was investigated for the {V′′′′U :Cr′U:3U
•
U}
′′ cluster. The 2nd nearest

neighbour position is once again the most stable arrangement and is illustrated in Figure

4.20. This cluster morphology is similar to the cluster incorporating a vacancy and 3 U5+

cations without the trivalent cation (see Figure 4.13), orientated with one of the U5+ cations

in the nearest neighbour position to both the vacancy and the Cr substitutional cation.
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Figure 4.18: The lowest energy morphology of the {V′′′′U :Cr′U:2U
•
U}
′′′ cluster.

Figure 4.19: Binding energy of the most stable {V′′′′U :In′U:2U
•
U}
′′′ cluster with various V′′′′U to In′U

separations.



4.4. Trivalent Cation and Vacancy Cluster Morphology 117

Figure 4.20: The lowest energy morphology of the {V′′′′U :Cr′U:3U
•
U}
′′ cluster.
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The binding energy for the {V′′′′U :Cr′U:3U
•
U}
′′ cluster was found to be -1.83 eV. Figure 4.21

reports the binding energies of the {V′′′′U :Cr′U:xU
•
U}
′′′′′−x with values of ‘x’ from 0 to 3. The

Figure 4.21: Binding energies of {V′′′′U :Cr′U:xU
•
U}
′′′′′−x clusters with various increasing numbers

of U5+ cations. A cubic fit has been made to the four points to understand the
approximate value of the number of U5+ ions that will give the most bound cluster.

calculated binding energies fall as a function of x, with each step less than the previous.

The cluster with the lowest binding energy is expected to be the charge neutral cluster

that contains five U5+ ions as there will maximise the net Coulombic interactions between

the constituent defects. Interestingly, a cubic fit to the four data points shows a minimum

near 5 U5+ cations as would be expected (note: the physical relevance of the cubic fit

is not established and may be a coincidence). The morphology of the {V′′′′U :Cr′U :5U
•
U}
×

cluster has not been investigated due to the large number of possible configurations and

hence calculations it would require.

4.4.2 Diffusion of Cr3+ in UO2+x Fuel

The diffusion of Cr3+ is now considered in more detail due to its importance as a fuel

dopant (further work should be carried out to understand Fe3+ migration). As Cr3+ ions

occupy the 2nd nearest neighbour position to the vacancy for all calculated morphologies,
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migration of the Cr3+ cation in the <100> direction is first considered. Cr3+ migration is

required for a coupled vacancy to proceed. The migration energies plotted against relative

cluster energies are presented in Figure 4.22. It can be seen that all migration energies

Figure 4.22: The energy barrier to migration for a Cr3+ cation migrating into a uranium vacancy
in the <100> direction for all calculated cluster morphologies plotted against the
morphology stability relative to the most stable arrangement of {V′′′′U :Cr′U2U

•
U}
′

cluster.

are very high, the barrier for the lowest energy arrangement being 10.73 eV. This indicates

that migration of the Cr3+ cation will be a high energy process and therefore slow even

compared to that of U4+.

Knowing that migration of Cr3+ in the <100> direction is unfavourable, migration from

the metastable 1st nearest neighbour position is considered as it is the only other simple

migration route. The migration energies of the Cr3+ ions into the vacancy in the <110>

are plotted against their relative cluster stability in Figure 4.23. It can be seen that the

migration energy is substantially lower from the 1st nearest neighbour position with the

most stable cluster giving a migration energy barrier of 3.18 eV. It can be seen that there

are no metastable arrangements of the defects that will give a lower combined relative

cluster energy and migration energy. The stable cluster and migration of the Cr3+ in the
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Figure 4.23: The energy barrier to migration for a Cr3+ cation migrating into a uranium vacancy
in the <110> direction for all calculated cluster morphologies plotted against the
morphology stability relative to the most stable arrangement of the {V′′′′U :Cr′U2U

•
U}
′

cluster.

<110> direction is illustrated in Figure 4.24.

For migration from the 1st nearest neighbour position to occur, the vacancy must migrate

from the 2nd nearest neighbour position. Calculations suggest that the migration energy

barrier for this process will be 6.52 eV, as reported in Figure 4.25. This is slightly lower

than the lowest bulk migration in energy barrier value for vacancy migration in undoped

UO2, indicating that if this is the limiting step for migration, the overall energy for mi-

gration of Cr3+ will be very slightly higher than for a U cation in undoped fuel. It can

therefore be noted that Cr3+ may be transported through the lattice at roughly the same

rate as U4+ cations. More complex concerted migration mechanisms may prove to be en-

ergetically preferable for Cr3+ transport and the present result may be an artefact of the

non-charge neutral clusters that the current calculations have been limited to considering.

Both concerns should be addressed properly in future investigations.
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Figure 4.24: The lowest energy migration of a Cr3+ cation into a vacancy in the {V′′′′U :Cr′U:2U
•
U}
′′

cluster. Here, the Cr3+ ion is shown as a purple sphere and the vacancy as a blue
cube.
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Figure 4.25: The energy barrier to migration for a U4+ cation migrating away from a chromium
substitutional defect in the <110> direction for all calculated cluster morphologies
plotted against the morphology stability relative to the most stable arrangement of
{V′′′′U :Cr′U2U

•
U}
′ cluster.

4.4.3 Summary of Trivalent Cation Migration and Effect on Vacancy

Migration

This chapter has highlighted the complexity of uranium ion migration via uranium vacan-

cies. The complexities inherent in the understanding of the Cr3+ cation transport and

that for larger trivalent cations is significant. The influence of trivalent cations on vacancy

migration in hyperstoichiometric fuel is also very complex. Although a great deal of further

work is required for a full understanding of vacancy migration in doped hyperstoichiometric

fuel, a number of key conclusions can be made.

For the large trivalent cations (In3+ and larger), a key finding is that there is an energy

penalty for vacancies to be associated with the trivalent cation (in a 1st to 4th nearest

neighbour position). Since vacancies are required to facilitate transport through a vacancy

mechanism, this means that these larger cations will migrate through the UO2 lattice at a

lower rate than U4+ ions. Burn-up indicators such as Nd3+, Pr3+ and Y3+ will therefore

not move far from where they are initially produced via fission processes allowing a good
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indication of the burnup at a specific local environment. Burnup indicators provide key

tools when carrying out post-irradiation examinations on fuel.

When considering the smaller trivalent cations Cr3+ and Fe3+, calculations suggest that

vacancies will preferentially occupy in a 2nd nearest neighbour position. This gives the

possibility for a coupled mechanism for vacancy migration and transport of trivalent cation

migration through the UO2+x lattice. Calculations focused on the fuel dopant Cr3+ suggest

that migration of the Cr3+ cation from the 2nd nearest neighbour directly into the vacancy

(<100>) are all high energy relative to conventional V′′′′U migration (<110>). For migration

of the Cr3+ cation to proceed with a lower migration energy barrier, the vacancy needs

to migrate to a nearest neighbour position to the Cr3+ ion. The migration energy barrier

for the vacancy from a 2nd to 1st nearest neighbour position is only slightly higher than

for vacancy migration in un-doped UO2 indicating that this mechanism will allow Cr3+ to

diffuse through the UO2+x lattice at approximatally the same rate as that for U4+ cations.



Chapter 5

Point Defects and Transmutation

Products in Zirconium Diboride

‘There is nothing so stable as change.”

- Bob Dylan [185].

5.1 Introduction

Zirconium diboride (ZrB2) is used as a burnable absorber, applied as a 10µm coating

on advanced PWR and BWR fuel pellets. The ceramic has an extremely high melting

temperature of approximately 3300K [186] and for this reason the material falls under the

category of an ultra-high-temperature ceramic (UHTC).

The high melting temperature and relatively low density of ZrB2, coupled with good me-

chanical properties, make the material ideal for uses other than as a neutron poison in

nuclear reactors; in the aerospace industry, ZrB2 has been used in designs for the leading

edges of hypersonic control surfaces and other key, high temperature components [186].

The properties of ZrB2 have been investigated in this chapter and give relevant information

to the behaviour of the UHTC within fission reactors, taking into account transmutation

124
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products, and intrinsic defects including variations in stoichiometry and defect processes.

The stoichiometry of ZrB2 has also been investigated to help understand what variations

can be accommodated and in doing so aid in the manufacture of the ceramic.

5.2 Structure of ZrB2

ZrB2 has a hexagonal structure with the P6mmm space group consisting of alternating

layers containing zirconium and boron. When in the primitive unit cell, the lattice vectors

are a≡b=3.17Å and c=3.53Å as experimentally determined by Fahrenholtz and Hilmas

[187]. The Zr atoms reside at the (0,0,0) site and the B atoms occupy the (1
3 ,

2
3 ,

1
2) sites. A

total of five symmetrically distinct interstitial sites were identified in the ZrB2 structure,

two in the Zr layer, (1
2 ,

2
2 ,0) and (1

2 ,0,0), two in the B layer, (1
2 ,0,

1
2) and (0,0,12), and one

site in-between the two layers (0,0,z). The structure of ZrB2 and the interstitials sites are

illustrated in Figure 5.1.

All of the atom sites and interstitial sites are labelled in Table 5.1 showing the Wyckoff

sites and the species that take up the site. The number of the Wyckoff position relates to

the number of equivalent sites in the unit cell while the letter is simply the ordering of the

interstitial sites.

Table 5.1: Symmetrically distinct sites within the P6mmm space group showing the position
(multiplicity and Wyckoff letter), symmetry, coordinates and what occupies the site
within ZrB2.

Position Symmetry Coordinates Species at Site
1 a 6/mmm 0,0,0 Zr atom
1 b 6/mmm 0,0,12 Interstitial
2 c 6̄m2 1

3 ,
2
3 ,0

2
3 ,

1
3 ,0 Interstitial

2 d 6̄m2 1
3 ,

2
3 ,

1
2

1
3 ,

2
3 ,

1
2 B atom

2 e 6mm 0,0,z 0,0,z̄ Interstitial
3 f mmm 1

2 ,0,0 0,12 ,0
1
2 ,

1
2 ,0 Interstitial

3 g mmm 1
2 ,0,

1
2 0,12 ,

1
2

1
2 ,

1
2 ,

1
2 Interstitial

ZrB2 is highly covalent and the system can be appropriately modelled using DFT. The
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Figure 5.1: Structure of ZrB2 showing the zirconium atoms as light blue and the boron atoms as
dark yellow. The five interstitial sites are shown as red crosses.
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material possess graphite-like sp2 bonds such that the directional σ bonds between B

atoms are fully occupied but the π orbitals are available to accept charge from the Zr

atoms in the adjacent layers.

5.3 Computational Details

The choice of exchange-correlation functional was determined by comparison. The VASP

package comes with a collection of good psuedopotentials and PAW potentials. Table 5.2

presents the lattice constants for each of the functionals available in the VASP package

and previous DFT work on ZrB2 and compares them to experimental data.

Table 5.2: Comparison of lattice vectors with exchange-correlation functionals in ZrB2.

Exchange Functional a (Å) c (Å) Reference
Experimental 3.169 3.531 [188]
LCAO 3.183 (0.5%) 3.546 (0.6%) [189]
TB-LMTO 3.197 (0.9%) 3.561 (1.1%) [189]
GGA-PBE 3.167 (-0.1%) 3.542 (0.5%) [189]
LDA 3.127 (-1.3%) 3.490 (-0.9%) [189]
PAW-PBE 3.175 (0.2%) 3.558 (1.0%) Present Work
PAW-LDA 3.126 (-1.4%) 3.514 (-0.9%) Present Work
PAW-GGA 3.174 (0.2%) 3.564 (1.15%) Present Work

The PAW-PBE exchange functional was chosen for this work as it described the lattice

parameters adequately.

For DFT calculations the cut-off energy and the k-point grid need to be converged to

give accurate results with tractable computational use. The cut-off energy to be used was

determined by carrying out a number of simple electronic relaxations of a primitive unit

cell at a number of different energies. The convergence results are presented in Figure 5.2.

425 eV was determined as the lowest cut-off energy to give a convergence of greater than

0.001 eV accuracy and was therefore taken as the minimum cut-off energy to be used in
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Figure 5.2: Convergence of the cut-off energy for use in ZrB2 calulations. The system energies
are relative to the lowest system energy calculated, at 475 eV.
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the calculations on ZrB2. A γ-centred sampling of the Brillouin zone was utilised in the

calculations with a k-point spacing of approximately 0.04Å−1. Spin polarisation of the

species was considered.

A 4×4×3 supercell containing 144 lattice sites was used for defect energy calculations

as this was judged to be the largest sized supercell to carry out calculations given the

computational restraints. The supercell is asymmetric as the c lattice vector is larger

than the a and b vectors. The defect calculations were carried out at constant pressure

with stopping criterion for the electronic self-consistancy steps of 1×10−4 eV and an ionic

relaxation convergence stopping energy of 1×10−3 eV.

A 2×2×2 supercell was used for quantum mechanical molecular dynamics calculations due

to the increased computational load of the calculations. A time step of 1 fs was judged

to be suitable. The QMD simulations were carried out at constant volume after relaxing

the strains on the supercell. The strains were relaxed by running a series of simulations at

different cell volumes to highlight the lattice constants that provide the minimum external

pressure on the supercell.

Nudged elastic band (NEB) calculations were carried out to fully understand the migration

pathway of any species that were found likely to migrate from the defect calculations. The

start and end points for each migration were identified from static calculations.

5.4 Intrinsic Defect Processes of ZrB2

The intrinsic defect processes of ZrB2 are discussed in this section. Point defects are

initially discussed and then understanding is progressed to identify the dominant defect

processes and variation in stoichiometry.
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5.4.1 Point Defects in ZrB2

Isolated defects and defect clusters have had their energies calculated using the method

outlined in chapter 2. Defect energies were calculated by finding the difference in energy

between an isolated defect and a perfect supercell, taking the energy of the defect species

at infinite separation in to account. The defect energies are reported in Table 5.3. The

anti-site, Frenkel and Schottky defect energies are also reported. (Note: the formation

energy of ZrB2 with respect to B (-6.68 eV per atom in solid B) and Zr, -8.48 eV per atom

in α-Zr) was determined to be 9.62 eV)

Table 5.3: Intrinsic ZrB2 defect energies calculated in a 4×4×3 supercell.

Defect Notation Type Defect Energy (eV)
Boron Vacancy VB - 9.65
Zirconium Vacancy VZr - 11.66
Boron Interstitial Bi (0,0,12) -0.63

(1
2 ,0,0) -0.01

(1
3 ,

2
3 ,0) 0.53

(1
2 , 0,

1
2) 14.59

(0, 0, z) 30.99
Zirconium Interstitial Zri (0,0,12) 8.96

(1
2 ,0,0) 7.39

(1
3 ,

2
3 ,0) 7.40

(1
2 , 0,

1
2) 32.85

(0, 0, z) 5.58
Boron on Zirconium Site BZr - 5.42
Zirconium on Boron Site ZrB - 9.11
Antisite pair {BZr: ZrB} Bound 8.17

Separated to Infinity 12.13
Boron Frenkel Defect {Bi: VB} Bound 8.45

Separated to Infinity 9.02
Zirconium Frenkel Defect {Zri: VZr} Bound 18.79

Separated to Infinity 19.05
Schottky Trivacancy {VZr: 2VB} Bound 31.40

Separated to Infinity 30.96

We can use Table 5.3 to appreciate that boron interstitials are over 0.6 eV more stable

in the (0,0,12) position compared to the other studied interstitial sites. This is a large
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preference for one site and in contrast to Zr which is less stable by, 3.4 eV at the (0,0,12)

site. Zr preferentially occupies the (0,0,z) site, displacing a Zr onto an adjacent interstitial

site in the <001> direction, forming a split interstitial (shown in Figure 5.3).

Figure 5.3: Zirconium interstitial on the (0,0,z) site forming a split interstitial. Zirconium shown
in blue and boron in green.

Both anti-site defect energies are high and therefore would be unlikely to form. The binding

energy for the anti-site defect pair was calculated to be 3.96 eV, a considerable attractive

energy, although the high defect energy of the defect would render the concentration of

anti-site pairs low.

The Schottky trivacancy defect energies, both clustered (31.40 eV) and separated (30.961 eV)

are very high. Unusually, the clustered energy is less favourable in comparison to the

separated defects dso this provides an interesting exception. The extremely high energy

suggests that Schottky defects will be very unlikely to form. At 3000K, the concentration

of Schottky defects will be:

[2VB + VZr] = e
−30.961

kT ≈ 1× 10−53 (5.1)
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where ‘k’ is Boltzmann’s constant and ‘T’ is the temperature.

When considering the Frenkel energies, the first point of interest is that the defect energies

are considerably lower than the Schottky energy. Further, the boron Frenkel reaction has a

lower energy than the zirconium Frenkel reaction by about 10 eV. The calculations predict

that both the zirconium and boron Frenkel prefer to be bound defects as the bound energies

are lower energy than the isolated defect energies. Although the boron Frenkel energy is

lower and therefore more likely to form, it still has a significant magnitude and as such the

concentration of boron vacancies and interstitials will be rather low. Using the standard

laws of mass analysis one can calculate the concentration of boron interstitials:

[Bi] = [VB] = e−
4.51
kT (5.2)

At a modest fuel pellet rim temperature of 700K, the equilibrium concentration of either

boron vacancies or interstitials due to Frenkel disorder will be 3.441×10−33, which is very

small compared with the defects that will be formed due to the B10
5 transmutation (see

equation 1.10 in section 1.3). It is however possible that the bound intrinsic Frenkel defect

clusters may play a role in the trapping of the transmutation products Li and He. This

can be considered unlikely by considering Table 5.3 where the defect energies are either

very slightly negative or very positive (compared with the total defect process energy). As

such, intrinsic defect clusters will exhibit an even smaller concentration than the isolated

intrinsic defects (due to a reduction in configurational entropy of a cluster compared with

isolated defects). Consequently, intrinsic defect sites will not provide important trap sites

for He or Li.

5.4.2 Variation of Stoichiometry of ZrB2

Alternative trap sites may be present in the ZrB2 crystal if the material was able to vary

with stoichiometry, either during manufacture or in reactor. Non-stoichiometry may be

formed by either excess boron or excess zirconium. Variations in stoichiometry can be
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formed through anti-site defects, vacancies or interstitial mediated processes. In the case

of B excess, the three reactions that can occur are:

B(s) → Bi (5.3)

B(s) +
1

2
ZrZr →

1

2
VZr +

1

2
ZrB2 (5.4)

B(s) +
1

3
ZrZr →

1

3
BZr +

1

3
ZrB2 (5.5)

The total energies for these processes are: 7.01 eV, 0.43 eV and 4.45 eV, respectively. The

energy for the VZr mediated process (equation 5.4 is considerably lower and can be quan-

titatively assessed by the mass action equation [190] corresponding to:

[VZr] = e−
0.43
2kT (5.6)

At a temperature of 700K the Zr vacancy concentration will be 2.95×10−2, a significant

concentration. This suggests that ZrB2 may deviate from the stoichiometric composition

ZrB2 to ZrB2+x in the presence of excess B by forming Zr vacancies.

In the case of Zr excess (a possibility due to the proximity of the fuel pellet to the zirco-

nium based alloy), the following three reactions involve the addition of Zr from its solid,

analogous to that described for B:

Zr(s) → Zri (5.7)

Zr(s) + 2BB → 2VB + ZrB2 (5.8)

Zr(s) +
2

3
BB →

2

3
ZrB +

1

3
ZrB2 (5.9)

The total energies for these processes are: 15.88, 2.93 and 6.27 eV, respectively. These

energies are higher than the boron excess energies. The lowest reaction is given by equation
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5.8 and the concentration of VB will be:

[VB] = e−
2.93
2kT (5.10)

At 700K the boron vacancy concentration will be 2.83×10−11, extremely low. This suggests

that the ZrB2 system is very unlikely to vary from stoichiometry to form Zr1+xB2 to any

extent that is significant compared with the Li or He concentration that would be formed

due to the B transmutation reaction.

The results suggest that ZrB2 will not accommodate any significant deviation from stoi-

chiometry with excess Zr but excess B will be accommodated to a much greater degree.

This has implications for the fabrication of ZrB2, which would have to ensure a processing

route that maintained a strict control of zirconium to avoid producing a non-homogeneous,

two-phase material but excess B can be accommodated. Given that ZrB2 has a potential

use as an ultra-high temperature ceramic, the presence of a second phase would degrade

the high-temperature stability of the ceramic. In avoiding secondary phase formation by

manufacturing ZrB2 with a slight boron excess, the mechanical properties of the material

may reduce, having implications for its use as a structural ceramic. Understanding the

changes in mechanical properties with deviation in stoichiometry would be useful future

work.

5.5 Helium and Lithium Defects in ZrB2

Helium and lithium are produced as products of the transmutation of B10
5 when a neutron

is absorbed. B10
5 is better at absorbing slower ‘thermal neutrons’ as illustrated in Figure

5.4. These are the thermal neutrons that unless absorbed, can go on to initiate a fission

event.

Once produced via the transmutation, the He and Li atoms or ions can then remain within

the ZrB2 crystal lattice or be released from the solid phase to the surrounding environment.
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Figure 5.4: Neutron cross section spectrum of B10
5 showing a decrease in capture probability at

high neutron energies [191].

Understanding where these extrinsic defects reside and the release characteristics of the

products is important, especially for He, as any He released into a fuel pin will increase the

internal rod pressure and will need to be accounted for during fuel design and by predictive

fuel performance codes.

5.5.1 Accommodation of He and Li

The incorporation energies of He and Li were calculated at a variety of pre-existing sites to

understand whether there was a preference for each of the species to occupy a specific site.

Incorporation energies assume incorporation from infinity as isolated atoms. The results

are shown in Table 5.4.

The incorporation of Li as an interstitial is most favourable at the (0,0,12) site (as with

the intrinsic Bi defect), whereas He atoms preferentially occupy (1
3 ,

2
3 ,0) with (0,0,12) being

the least favourable site. In all cases the highly reactive Li atom is ∼5 eV more stable in
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Table 5.4: He and Li incorporation energies in ZrB2.

Defect Notation Li Incorporation He Incorporation
Energy (eV) Energy (eV)

Defect on B vacancy XB -1.871 4.039
Defect on Zr vacancy XZr -4.145 0.882
Defect on existing trivcancy XZrB2 -4.223 0.725
(0,0,12) interstitial Xi(0,0, 1

2
) 3.707 6.060

(1
2 ,0,0) interstitial Xi( 1

2
,0,0) 4.487 5.927

(1
3 ,

2
3 ,0) interstitial Xi( 1

3
, 2
3
,0) 4.377 5.418

(1
2 ,0,

1
2) interstitial Xi( 1

2
,0, 1

2
) 7.112 8.848

a vacancy or vacancy cluster site than the inert He atom. This results in Li preferentially

occupying a boron site (i.e. LiB) when in direct competition with a He ion, as is likely

during a B10
5 transmutation event. The nuclear reaction and other ballistic events will cause

lattice damage and more potential trap sites for the transmutation products. However,

the high formation energies of intrinsic defects mean that there is a strong driving force

for any damage to anneal and remove the potential trap sites. Therefore, despite the high

trapping energy for Li at a Zr site, the low concentration of Zr vacancies (when the material

is stoichiometric) will result in the Li mostly being occupied at VB sites. This is partly

demonstrated by the reaction:

Zri + LiZr + BB → ZrZr + LiB + Bi (5.11)

for which the energy is 13.5 eV indicating a strong preference for LiB defects.

When excess boron is present, there will be an increase in concentration of VZr defects that

may trap more Li. However, as the boron is transmutated away, a more stoichiometric

material will begin to form, reducing the concentration of VZr.

To consider complete equilibrium, one needs to understand the state of the He and Li

when not in the ZrB2 lattice. In doing so, one can convert the simple incorporation

energies in table 5.4 into solution enthalpies. Converting He incorporation energies into
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solution enthalpies is simple as He is an inert gas with little or no bonding to other He

atoms leaving the incorporation energies practically identical to the solution enthalpies. He

will therefore have positive solution enthalpies in ZrB2 (i.e. He is insoluble in ZrB2 under

equilibrium conditions) and, if diffusion processes allow, it will therefore be released into

the rod free volume adding to the He inventory (used as a filler gas within PWR fuel). For

Li, the situation is much more complex as Li can form a number of different compounds

out of the ZrB2 crystal including oxides. It would be reasonable to consider a Li-U-O type

oxide through a reaction with the UO2 fuel. Such reactions have associated enthalpies

that are much less (and sometimes negative, for example Li insertion into U3O8 [192])

than the energy to remove Li from the ZrB2 lattice (i.e. the reverse of the incorporation

energy, 1.87 eV) and as a consequence there is no thermodynamic driving force for Li to

be removed. The rate of release of He and Li from ZrB2 will depend on the magnitude of

the migration activation energy (when considering thermal diffusion processes), that is the

kinetics.

5.5.2 Transport of He and Li Through ZrB2

A number of migration processes have been studied that will permit transport of Li or He

species through the ZrB2 lattice. The key reactions and energies are reported in Table 5.5.

Table 5.5: He and Li diffusion Mechanism energies in ZrB2 where X is either Li or He

Reaction Li Reaction He Reaction
Energy (eV) Energy (eV)

XZr → Xi 8.522 4.536
XB → Xi 6.248 1.379
XZr → XB 2.274 3.157
Xi(0,0, 1

2
) → Xi( 1

2
,0,0) 0.780 -0.133

Xi( 1
3
, 2
3
,0) → Xi( 1

2
,0,0) 0.110 0.509

There is a very low energy difference between the two lowest energy Li interstitial sites;

0.11 eV. This suggests that there is a potential low energy migration pathway for Li diffu-

sion in the zirconium layer. However, the energy to remove a Li from a vacancy B site is
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a considerable 6.25 eV meaning that once trapped at a vacancy (produced during a trans-

mutation event) the interstitial migration of Li will only be of importance during radiation

assisted annealing. Alternative diffusion mechanisms involving VB may occur, however,

as the concentration of boron vacancies is very low their contribution to Li transport will

not be significant. Consequently, Li transport in a near pristine lattice will be limited,

however, radiation induced Li diffusion may occur.

A potential low-energy diffusion path has been identified for He in Table 5.4 (0.51 eV)

is between the two basal plane interstitial sites. This diffusion process will provide a

continuous diffusion pathway in that the migrating species will move into a symmetrically

identical site at the end of the migration process with relation to its original position.

These energy differences do not take into account the total barrier to diffusion, just the

difference between the two sites and as such the activation energies need to be calculated

to understand He thermal diffusion fully.

Quantum mechanical molecular dynamical calculations were carried out to try and estab-

lish the migration of He within the lattice and investigate if the barrier to migration was

surmountable at a typical in-pile temperature of the ZrB2 layer on the periphery of a fuel

pellet, i.e. 700K. Even over the very short time periods possible to investigate using QMD

(1 ps), diffusion of He from the (1
3 ,

2
3 ,0) site through the (1

2 ,0,0) site to an adjacent (1
3 ,

2
3 ,0)

site was observed, with He travelling in the <100> direction. Three images of the diffusion

path are shown in Figure 5.5.

Nudged elastic band (NEB) calculations were then carried out on this migtation pathway

and the activation energy was found to be nearly equal to the energy difference of the He

interstitial between the two sites (0.51 eV). A plot of how the energy varies with image

number for the diffusion of He in ZrB2 can be found in Figure 5.6. The results shows

that the (1
2 ,0,0) site is practically the saddle point for a migrating He atom rather than

a true local minimum. This low activation energy combined with the high temperatures

experienced by ZrB2 as a pellet coating would be commensurate with the rapid transport

of He out of the ZrB2 crystal lattice.
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Figure 5.5: Structure of ZrB2 showing the zirconium atoms as light blue and the boron atoms as
dark yellow. The five interstitial sites are shown as red crosses.

Figure 5.6: Nudged elastic band calculation of the He migration from a Xi( 1
3 ,

2
3 ,0)

site to a Xi( 1
2 ,0,0)

site showing the activation energy for He migration to be 0.51 eV.
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5.6 Summary

The defect energy calculations indicate that the intrinsic processes in ZrB2 are high energy

and as such intrinsic defect concentrations will be very much lower than the concentration

of He and Li species formed through the transmutation of B under neutron irradiation.

Calculations also suggest that non-stoichiometry involving Zr excess will be very small

but B excess can be accommodated to some degree and the Zr vacancies produced may

contribute to the accommodation of Li or He species until the B excess is exhausted through

transmutation reactions. The most important site for the accommodation of He or Li

will be the vacant boron site formed as a consequence of transmutation in stoichiometric

ZrB2. The lack of appreciable Zr excess non-stoichiometry possible means that ZrB2 must

be processed with special attention to the Zr:B molar ratio to avoid secondary phase

formation. It is important to note that as the transmutation of B in ZrB2 proceeds under

neutron irradiation, an overall excess of Zr will manifest and secondary phase formation

will occur if equilibrium conditions are attained.

Incorporation energies suggest that Li is much more stable at VB sites than He and as such

will preferentially occupy these sites. Furthermore, once a Li atom occupies a B interstitial

site (or a Zr site), there is a large energy penalty to move it to an interstitial site necessary

to transport it through the ZrB2 lattice. Transport would have to occur via a VB mediated

process, although the excess VB concentration is very small. Furthermore, the driving force

for the Li to form compounds external to the ZrB2 lattice is low. It therefore seems that

the Li will be retained in the ZrB2 lattice.

All He incorporation energies within ZrB2 are unfavourable and high, so providing the

driving force for He to be removed from the lattice. He will preferentially occupy a Zr

vacancy, but as these are of such low concentration, He will occupy an interstitial site

as direct competition over the B vacancies with Li will result in Li occupying the sites

(see Figure 5.7). The lowest energy interstitial site is (1
3 ,

2
3 ,0) and a low-energy continuous

diffusion pathway was found between (1
3 ,

2
3 ,0) sites through a (1

2 ,0,0), which essentially acts

as the saddle point. The activation energy is 0.51 eV, indicating that He will be mobile at
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Figure 5.7: Process showing the transmutation of a boron atom by a neutron into a lithium and
helium atom leaving a vacancy. Lithium will occupy the vacant B site preferentially
over He.

typical fuel surface temperatures.



Chapter 6

Defects and Transport Processes in

Beryllium

“Disobedience, the rarest and most courageous of the virtues, is seldom distinguished from

neglect, the laziest and commonest of the vices.”

- George Bernard Shaw [193].

6.1 Introduction

Beryllium has a number of extremely interesting and useful material properties, already

outlined in section 1.3. These have led to its use as a neutron multiplier, neutron reflector

and an ionising radiation window material. The light group II metal is relatively scarce in

the earth’s crust and is normally isolated from a mineral such as beryl (Be3Al2(SiO3)5),

bertrandite (Be4Si2O7(OH)2) or chrysoberyl (BeAl2O4). This atomic scale study of the

material will attempt to demonstrate why beryllium may prove important and effective

as a material from which to construct components for use in high neutron flux environ-

ments. The common alloying elements and impurities found in Be metal alloys are also

investigated.

142
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6.2 Structure of Beryllium and the Intermetallics FeBe5, FeAlBe4,

Be2C and MgBe13

Before presenting the results in this chapter, the crystal structures of beryllium and the

intermetallics studied are introduced. For each crystal structure, the calculation details are

outlined. Special care is taken in understanding the HCP crystal structure, appreciating

that there are a number of equivalent interstitial sites in, what at first glance, seems a

simple system.

6.2.1 Beryllium

Be metal has a hexagonal closed packed crystal structure and exhibits space group P63/mmc,

with a lattice constant of a = 2.29Å and c/a ratio of 1.57 [194].

The Be atoms in the perfect lattice reside at the (1
3 ,

2
3 ,

3
4) sites. There are five interstitial

sites, two within the basal plane and three in non-basal plane positions [195]. Within the

basal plane the trigonal interstitial (Tr) site is at (0,0,14) and the hexahederal site (Hx) is

at (1
3 ,

1
3 ,

1
4). The non-basal octahederal site (Oc) is at (0,0,12) and the tetrahederal (Te) site

is at (1
3 ,

2
3 ,

5
8). There is also a non-basal trigonal interstitial site (NBt) on each face of the

tetrahedra. The beryllium structure and the five interstitial sites are illustrated in Figure

6.1.

Beryllium is a metallic system and can be modelled appropriately using ab-initio-like meth-

ods such as density functional theory (DFT). There have been a number of previous studies

of Be that have used DFT, employing various exchange-correlation functionals [196, 197].

For example, Allouche et al. [196] used the generalized gradient approximation (GGA),

which closely reproduced the Be crystal structure. Further, de Bas et al. have shown

that the GGA-PBE functionals accurately reproduce the bandwidth of Be, experimentally

found to be 11.1±0.3 eV and predicted to be 11.13 eV. A number of studies concerning

the behaviour of hydrogen in Be have been carried out [196, 194] and, for example, the
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Figure 6.1: The hexagonal closed packed (HCP) structure of beryllium showing three basal layers
and the octahedral interstitial (Oc), tetrahedral interstitial (Te), hexahedral intersti-
tial (Hx), trigonal interstitial (Tr) and Non-basal trigonal interstitial positions.
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barrier for migration of hydrogen as an interstitial has been calculated by previous DFT

calculations to be 0.41 eV [196].

In this work, ion-electron interactions have been described using the projector-augmented

wave (PAW) method [198] and the GGA-PBE exchange-correlation functional [148] with

a cut-off energy of 400 eV for the Be in this work. The cut-off energy was converged to

0.001 eV. Figure 6.2 illustrates the cut-off convergence.

Figure 6.2: Illustration of convergence of cut-off energy with the Be system showing that 400 eV
gives good accuracy of above 0.001 eV.

Be was modelled using a γ-centred sampling of the Brillouin zone (ideal for a hexagonal

system [199]) with a 6×6×6 k-point grid. A 5×5×4 supercell (made from the primitive cell)

containing 200 lattice sites was used for the defect calculations, whilst a smaller 4×4×3

supercell, containing 96 atom sites, was used for some defect migration calculations due to

computational limitations but also to demonstrate the degree of convergence of the larger

cell in defect energy.
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6.2.2 Fe-Al-Be Intermetallics

The intermetallic FeBe5 has been studied in detail in this chapter. It has a very interesting

structure based on the Fd3̄m space group: Be atoms reside on a face-centred cubic sub-

lattice sites (0,0,0) with Fe half occupying the tetrahederal sites (1
4 ,

1
4 ,

1
4). The Be atoms

occupy the (5
8 ,

5
8 ,

5
8) sites, thereby forming four Be tetrahedra accounting for the remaining

tetrahederal sites. The structure is shown in Figure 6.3 with the main interstitial sites:

(1
2 ,

1
2 ,

1
2) and (1

4 ,
1
2 ,

1
2).

Figure 6.3: The cubic FeBe5 intermetallic crystal structure. Showing the Be atoms on the (0,0,0)
and ( 58 ,

5
8 ,

5
8 ) sites (blue) and the Fe atoms half occupying the (14 ,

1
4 ,

1
4 ) sites.

Aluminium is known to be insoluble in beryllium and no known intermetallic has been

reported in the Al-Be binary system. Al does however form an intermetallic in the Fe-Al-

Be ternary system, the possible structure of which has been determined more explicitly

in this work. Two different structures have been considered in the past: the (Al,Fe)Be5

intermetallic, with the same structure as Figure 6.3 and the FeAlBe4 intermetallic which
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is similar structure, however the FCC sites are occupied by Al atoms instead of Be. This

structure is shown in Figure 6.4 with the main interstitial sites (1
2 ,

1
2 ,

1
2), (

1
2 ,

1
2 ,

1
4) and (1

4 ,
1
2 ,

1
2)

(one more than the FeBe5 intermetallic).

Figure 6.4: The cubic FeAlBe4 intermetallic crystal structure. Showing the Al atoms on the
(0,0,0) site (green), Be atoms at the (58 ,

5
8 ,

5
8 ) sites (blue) and the Fe atoms half

occupying the (14 ,
1
4 ,

1
4 ) sites.

Both FeBe5 and FeAlBe4 were modelled using the GGA-PBE exchange-correlation func-

tional as used for pure Be. The same cut-off energies and k-point densities were used and

were shown to give an excellent reproduction of the lattice constants reported by previous

work (shown in Table 6.1).

Table 6.1: Comparison of calculated lattice constants with data from experimental studies.

System Calculated Lattice Constant (Å) Experimental Lattice Constant (Å)
FeBe5 5.83 5.875 [200]
FeAlBe4 6.00 6.06 [201]
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6.2.3 Be2C

Beryllium carbide is an ultra-hard, ultra-high temperature ceramic used throughout the

aerospace industry for high-end applications. It is also produced as a secondary phase

when Be is alloyed with carbon. Be2C has the fluorite Fm3̄m structure with the C atoms

residing at the (0,0,0) FCC sites and the Be atoms at the (1
4 ,

1
4 ,

1
4) sites. The Be2C structure

is illustrated in Figure 6.5.

Figure 6.5: The fluorite crystal structure of Be2C. Be atoms are shown to occupy the (14 ,
1
4 ,

1
4 )

sites (blue) and the C atoms the FCC (0,0,0) sites (grey).

6.2.4 Be13Mg

The Be13Mg intermetallic is brittle and acts as a superconductor at low temperatures [202].

It exhibits a structure with the Fm3̄c space group where the Mg atoms sit at the (1
4 ,

1
4 ,

1
4)

sites and the Be atoms sit at the (0,0,0) and (0, 57
500 ,

9
50) sites [202]. The unit cell (used

for calculations in this work) has a cubic lattice parameter of 10.165Å and contains 8 Mg

atoms and 104 Be atoms.
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6.3 Intrinsic Defect Processes of Beryllium

This section begins by presenting the various defects that can form in beryllium and high-

lights the most stable defects. This is followed by a discussion of how the dominant defects

are transported through the bulk. By understanding the stable defects and their transport

processes a number of significant predictions can be made.

6.3.1 Defect Formation Energies

The energy to form an intrinsic defect is that required to remove an atom to infinity

or introduce an atom native to the host lattice from infinity (forming a Be vacancy or

interstitial defect respectively). The defect energy is determined by calculating the energy

of the perfect supercell containing 200 Be atoms (Edefective cell) multiplied by the ratio of

the numbers between the defective cell (Ndefective cell) and the perfect cell (Nperfect cell) and

removing the energy from the defective supercell energy (Edefective cell).

Edefect = Edefective cell −
(

Ndefective cell

Nperfect cell
× Eperfect cell

)
(6.1)

Defect energies are reported in Table 6.2, along with values (in brackets) calculated using

the smaller 96 atom cell. The differences in energies determined using the 5×5×4 and

4×4×3 cell sizes are small indicating that defect energies have converged sufficiently with

respect to cell size to offer useful thermodynamic low concentration limiting values.

The Schottky disorder reaction (equation 6.2) is the energy to form a Be vacancy plus the

lattice energy of Be.

BeBe → VBe + Be (lattice energy) (6.2)

The Schottky energy is reported in Table 6.2.

Interstitial defects can be produced as a result of anti-Schottky reactions.These reactions

involve an interstitial defect being created from the perfect lattice as described by the
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following equation:

Be (lattice energy)→ Bei (6.3)

The energies of various anti-Schottky reactions are also reported in Table 6.2, the low-

est energy begin associated with the formation of an interstitial atom occupying a basal

trigonal site (Tr).

Table 6.2: Intrinsic Be defect formation energies calculated using a 5×5×4 supercell (values cal-
culated using a 4×4×3 supercell are reported in brackets).

Defect Notation Type Defect Energy (eV)
Vacancy (Schottky) VBe - 1.09 (1.26)
Interstitial (Anti-Schottky) Bei Oc 5.06 (5.24)

Bei Te 5.14 (5.26)
Bei NBt 4.77 (4.91)
Bei Hx 5.67 (6.00)
Bei Tr 4.01 (4.27)

Frenkel Reaction {Bei:VBe} Bound 5.08 (5.15)
Bei + VBe Separated to ∞ 5.10 (5.54)

By comparing Schottky and anti-Schottky energies, it is clear that the Schottky reac-

tion is dominant. Consequently, using the law of mass action [190] the intrinsic vacancy

concentration in Be will be given by;

[VBe] = e
−1.09

kT (6.4)

where [VBe] is the Be vacancy concentration, k is Boltzmann’s constant and T is the

temperature (in K). The concentration of vacancies at 1000K, resulting from Schottky

disorder, is 3.21×10−6. Applying the law of mass action to equation 6.3 to calculate the

Be interstitial concentration [Bei] due to anti-Schottky reactions yields:

[Bei] = e
−4.01

kT (6.5)

At 1000K the concentration of interstitial defects will be 6.21×10−21, much smaller than

the concentration of vacant Be sites. Thus, it is clear that the concentration of intrinsic
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defects in Be is small but completely dominated by vacancies, as might be expected in a

close packed atomically dense material. Intrinsic migration processes could therefore be

expected to be dominated by a vacancy mechanism (in the absence of interstitials formed

through, for example, radiation damage).

Finally, combining the Schottky and anti-Schottky reaction results in the Frenkel disorder

reaction (equation 6.6). However, in addition to treating the two defects as separated

to infinity they may form a bound defect pair (i.e. the cluster {VBe:Bei}) at a third

nearest neighbour site (calculations suggest that third neighbour is necessary to prevent

spontaneous recombination). The results of the calculations are reported in Table 6.2.

BeBe → VBe + Bei (6.6)

The binding energy of the vacancy to the interstitial is simply the difference in energy

between a bound defect cluster and the individual defects. This energy, at the third

nearest neighbour, is 0.03 eV, an exceptionally low energy, which suggests that Frenkel

pairs hardly interact in this configuration (although this study does not discount possible

stronger interactions in configurations beyond third neighbour due to alignment).

6.3.2 Migration Activation Energies of Intrinsic Defects

Be Vacancy Migration

The migration of intrinsic defects will now be discussed. Migration processes can be split

into two categories: (i) transport within the basal plane between nearest neighbour sites

and (ii) a non-basal plane pathway between nearest neighbour sites. The energy variation

along the migration trajectory in the basal plane for the movement of a vacancy, shown

in Figure 6.6, reveals an energy barrier (Em) of 0.72 eV with a saddle point corresponding

with the Tr interstitial site (calculated using NEB, see section 2.4). Em for non-basal

vacancy migration is 0.89 eV; this is only 0.17 eV higher, which implies that the transport

of Be vacancies will only be modestly anisotropic at elevated temperatures.
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Figure 6.6: Energy profile for the migration of a Be atom via vacancy mechanism through the
basal plane between equivalent lattice sites, with configurations shown above.
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Be Interstitial Migration

Now considering the Be interstitial migration, three possible migration processes have

been examined all involving the lowest interstitial defect energy site, the Tr site, since it is

considerably lower in energy compared to the other interstitial sites and transport would

therefore be expected to involve this site.In addition, as Tr sites are not contiguous, the

migration pathway must pass through another interstitial site.

A simple migration pathway has been identified between trigonal sites (Tr) through the

octahederal (Oc) site resulting in migration along the c-axis. The activation energy for

this process was calculated to be 0.99 eV. Another simple migration mechanism may occur

through the basal plane from a Tr site through a Hx site (the saddle point) to an adjacent

Tr site. The activation energy for this process is 1.72 eV, considerably higher and therefore

unlikely to be important. A third migration pathway was identified, in which the Tr Be

interstitial atom moves through an NBt site (on another side of the tetrahedron that makes

up the Be crystal) to another Tr site, whether on the original basal plane or an adjacent

basal plane. This process has an energy of 0.64 eV (shown in Figure 6.7) and is therefore

the lowest energy identified interstitial migration mechanism. As such, Be interstitial

migration can be said to be isotropic. Because the migration energies for vacancies and

interstitials are of the same magnitude, transport processes in Be will be dominated by

vacancies due to the higher concentration.

6.4 Extrinsic Defect Processes in Beryllium

Some common alloying elements and impurities associated with beryllium and beryllium

alloys are now discussed. The stable sites for each extrinsic species is first calculated

followed by understanding the solubility limit of each of the species. Transport of the

soluble species is then considered.

To conclude, the intermetallics in the Fe-Al-Be system are discussed in greater detail due

to their importance in beryllium containing alloys.
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Figure 6.7: Energy profile for the migration of a Be interstitial atom between Tr sites through a
NBt site.
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6.4.1 Accommodation and solution of defect species in the Be lattice

There has been previous work on the behaviour of H and O in Be [194, 196, 203]. The

present study extends this by investigating additional extrinsic defects and their migration

processes, namely: hydrogen, helium, oxygen, magnesium, aluminium , iron, carbon and

silicon.

The first challenge is to identify the lowest energy site each dopant could occupy. To achieve

this, a neutral atom of each element is taken from infinity (i.e. the reference state of the

dopant) and placed in the 200 atom supercell, in turn at each of the interstitial sites and

then atom positions are relaxed to zero strain. The interstitial dopant (accommodation

energy) calculation proceeds as the energy of the supercell with the dopant incorporated,

minus the sum of the perfect supercell plus the energy of an isolated dopant atom. In the

case of the vacancy, the energy to form the vacancy (the solution site) must also be taken

into consideration. Thus, the accommodation energy is the energy of the supercell with the

substitutional defect minus the sum of the energy of (199
200)× energy of the supercell plus

the energy of the isolated dopant atom. The accommodation energies reported in Table

6.3 allow the deduction of the relative site stability of the extrinsic defects (though not

their equilibrium solution energies). Accommodation energies can also give information on

the bonding environment of dopant species in the host lattice.

Table 6.3: Accommodation energies of He, H, O, C, Fe, Al, Mg and Si in Be (eV).

Impurity occupying He H O C Fe Al Mg Si
Be vacancy 3.46 0.12 -2.17 -4.03 -5.46 -2.17 0.87 -2.87
Tr interstitial 5.68 -0.06 -2.35 -3.24 -0.81 4.61 7.730 12.04
Hx interstitial 5.47 -0.87 -5.06 -3.62 -0.23 4.29 6.31 3.19
Oc interstitial 6.02 -0.68 -3.69 -4.22 -0.32 5.01 7.71 3.34
Te interstitial * * * * -0.95 4.10 6.32 2.60
NBt interstitial * * * 1.63 * 4.09 11.22 *

* Indicates spontaneous relaxation (i.e. no barrier) of the defect to a different
interstitial site site.

In order to obtain solution energies from accommodation energies, it is necessary to account
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for the reference state of the dopant species. For H and O this will be a gas molecule (H2

and O2 respectively), or a solid in the case of C, Fe, Al, Mg or Si. In the case of He,

the reference state remains the isolated He atom and thus the accommodation energy is

equal to the solution energy. For O and H, the difference is half the respective molecular

formation energies. For Al and Si the difference is the Al metal and Si solid atomic

dissociation energies (lattice energies) because Be forms simple binary eutectics with Al

and Si; there are no intermetallic or intermediate phases [204, 205, 206]. Conversely, C,

Mg and Fe do form intermetallics, Be2C, Be13Mg and FeBe5 respectively [207, 203] and as

such these offer suitable end members for the solution models (i.e. the lattice energies of

these intermetallics will be used).

A small approximation that is unavoidable is that the solution of interstitial species, being

1 defect atom per 200 Be atoms, is comparable to solution via substitution when the

concentration is 1 defect atom per 199 Be atoms.

Table 6.4: Solution energies of He, H from H2, O from O2, Fe from FeBe5, Al from Al metal, C
from Be2C, Mg from Be13Mg and Si from Si solid into Be (eV).

Impurity occupying He H O C Fe Al Mg Si
Be site 3.46 2.39 -1.14 2.98 -0.09 1.35 2.37 1.74
Tr interstitial 5.68 2.22 -1.33 3.77 4.56 8.14 9.24 16.65
Hx interstitial 5.47 1.40 -4.04 3.39 5.14 7.82 7.82 7.80
Oc interstitial 6.02 1.59 -2.66 2.78 5.05 8.54 9.21 7.95
Te interstitial * * * * 4.42 7.63 7.82 7.21
NBt interstitial * * * 8.64 * 7.62 11.18 *

* Relaxation of the defect to a different interstitial site site (i.e. no barrier).

6.4.2 Gas Species Hydrogen, Oxygen and Helium

The gaseous species H and O are most stable at interstitial sites, due to strong bond

formation with a number of Be atoms (indicated by the negative accommodation energies).

Interestingly, O quite clearly preferentially occupies the Hx site, whereas H shows similar

preference for both the Hx (lowest energy) and Oc sites. Conversely, He will occupy a Be
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vacancy site (despite the energy penalty to form the vacancy compared to zero energy to

form an interstitial site). The large positive accommodation energy for He reflects the lack

of bond formation as expected from this inert gas atom.

Proceeding to solution energies, while account of the H2 and O2 molecular dissociation

energies means that solution energies are higher than the corresponding accommodation

energies, solution energies are still negative. This indicates that there will be take-up of

O from the gas phase into Be unless the activation energies for transport of these species

into the lattice (or the barrier to molecular dissociation) is prohibitively high.

Next, the transport of H is considered; this will proceed preferentially via an interstitial

process due primarily to the large energy difference between solution of the H at an Hx

or Oc site compared to a vacancy site. Starting at the lowest energy Hx site, there is a

clear pathway to the second most favourable interstitial site, Oc, over a saddle point, and

symmetrically back to an equivalent Hx site in the same basal plane or an equivalent site in

an adjacent basal plane. The barrier to migration, shown in Figure 6.8 is only 0.40 eV. The

diffusion of H within Be will be isotropic and fairly rapid. The results for H interstitials are

in agreement with work carried out by Allouche et al. [196] who predicted an activation

energy of 0.41 eV for H.

Now Considering the migration of O, we begin by recalling the much higher relative energy

of O in the second Oc interstitial site. Thus, even before considering possible saddle points

(equivalent to those in Figure 6.8) the energy will be at least 1.38 eV (the difference between

the energies of O at the Hx and Oc sites) if the pathway traverses through or at least close

to this site, as symmetry would suggest. Once the saddle point was identified the barrier

was found to be a very significant 1.63 eV. This is a considerable energy barrier that will

substantially limit the transport of O through the Be lattice and provide an effective barrier

against internal oxidation.

As discussed above, He will preferentially occupy a vacant Be site but is highly insoluble.

However, due to the possibility of incorporating He into Be via radiation damage processes

associated with fusion reactors [110], the behaviour of He as an interstitial species is also
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Figure 6.8: Energy profile associated with the migration of a H interstitial defect moving from a
Hx site to an Oc site.

discussed. As an interstitial species He will most favourably reside at the Tr site. The Hx

site is the next most stable and is also in the basal plane. A simple migration mechanism is

possible, with He moving from the Tr site through a Hx site to a symmetrically identical,

adjacent Tr site. The migration path is shown in Figure 6.9 and exhibits a migration

activation energy, Em, of 0.25 eV. This small barrier suggests that the diffusion of interstitial

He through the Be lattice will be rapid, but this process confines the He to the basal plane.

The lowest energy barrier for movement along the c-axis, from the Tr site through an Oc

site, is 0.38 eV, ∼50% larger than in the basal plane). He will therefore migrate rapidly

but anisotropically as an interstitial species until being released from the system or being

trapped at a vacant Be site.

The trapping energy is the difference in energies of two possible sites for the defect to

occupy, in the case of He, the trapping energy at a vacancy is 2.01 eV, with respect to the

most favourable interstitial site. Given this substantial trapping energy, once trapped a
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Figure 6.9: Energy profile associated with the migration of the He interstitial defect moving from
a Tr site to a Hx site.

He atom would subsequently be transported via a Be vacancy mechanism, so long as the

vacancy activation energy is less than the trapping energy.

Transport of He via a vacancy will be facilitated by the association of a second Be vacancy.

To identify the rate determining step the following migration barriers are to be considered:

(i) of a second vacancy through the Be lattice, (ii) of the second vacancy to the HeBe

defect to form a {VBe:HeBe} cluster, (iii) re-orientation of the cluster and (iv) ejection of

the vacancy that the He atom initially occupied so the He is left occupying a different Be

site (i.e. it has moved lattice site). The first step (i) has been established earlier in section

6.3; Be vacancy transport in the basal plane has an activation energy of 0.72 eV. The next

step (ii), involves the movement of a Be vacancy from a second nearest neighbour site to a

first neighbour (adjacent to the HeBe defect) site. The activation energy for this process,

Em1, is 0.29 eV and is illustrated in Figure 6.10. Since this is lower than the activation

energy for a free vacancy migration, it is not rate determining. Step (iii), reorientation of
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the cluster must occur in cases where the migrating species (here He) has to move from its

original vacancy site to the newly associated first neighbour vacancy site. However, upon

association of the second vacancy, the He atom relaxes so it resides between the two vacant

sites and as such there is no barrier for step (iii). Finally, step (iv) is considered, in which

Figure 6.10: Energy profile for the migration of a vacancy moving through the basal plane to-
wards a HeBe defect.

a second neighbour Be atom moves into the original Be site that the He atom occupied

(now vacant). The activation energy, Em2, is 0.79 eV as illustrated in Figure 6.10 and is

rate determining (though it is only modestly higher than that for step (i).

As an alternative to dissociation of the {VBe:HeBe} cluster, it is possible for the cluster to

re-orient with one of the vacancies switching between adjacent first neighbour sites (with

respect to the site originally occupied by the He atom). This process is illustrated in Figure

6.11. A succession of such steps would lead to He transport. However, the activation energy
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for this step is 1.34 eV, substantially greater than the rate determining step of the previous

mechanism and therefore it can be discounted.

Figure 6.11: Energy variation of the migration of a vacancy moving through the basal plane
around a HeBe defect.

6.4.3 Carbon in Beryllium

The negative accommodation energies for C (Table 6.3) suggest that if it were inserted into

the Be structure it would form a bond if accommodated at both the vacant Be site or a

number of different interstitial sites. The most stable site is a Oc interstitial site but only

by 0.19 eV over the vacant Be site. When considering solution, the C-Be phase diagram

reports a very stable Be2C intermediate phase [208]. Consequently solution energies (as

opposed to accommodation energies) are all large and positive suggesting that C has no

driving force to enter the Be structure as an extrinsic species. Activation energies have
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therefore not been calculated. The extent of solid solubility for C in Be should be practically

zero.

6.4.4 Magnesium in Beryllium

Table 6.3 reports that Mg has high, positive accommodation energies into Be as an inter-

stitial species and still a positive, though smaller energy into a vacant Be site, indicating

no significant bond energy. Solution of Mg was calculated from the Be13Mg intermetallic

[202]. This leads to very high solution energies (thus activation energies have not been

calculated). The solid solubility of Mg in Be should therefore be very small as indicated

in the Be-Mg phase diagram [209].

6.4.5 Silicon in Beryllium

In a similar manner to Mg, accommodation of Si in Be as an interstitial species yields

large positive energies, indicating no significant bond formation. However, unlike Mg,

accommodation of Si at a vacant Be site yields a negative energy, so bond formation does

take place. Solution of Si is calculated from its elemental solid as no intermediate phase has

been reported for the Be-Si binary system [210]. This leads to strongly positive energies

at all solution sites and thus negligible solid solubility is expected. Again, no activation

energies have been calculated.

6.4.6 Aluminium in Beryllium

Al has positive accommodation energies into interstitial sites within Be and a negative

energy into a vacant Be site (akin to Si). This indicates poor bonding of Al in the Be lattice

as an interstitial species and some bonding when it is a substitutional atom. Solution of

Al is reported from its elemental solid as there is no reported intermetallic in the Be-Al

binary system [211]. All solution energies are high and positive suggesting Al will not
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significantly enter into solution in Be, as expected from the binary Be-Al phase diagram

[211]. The transport of Al will therefore not be considered further in this work.

6.4.7 Iron in Beryllium

Comparison of accommodation energies for Fe indicates a strong preference for Fe to occupy

vacant Be sites, that is, Fe will be accommodated as a substitutional species. The energy

is negative indicating strong bond formation. With respect to solution, the binary phase

diagram [212] shows the existence of the intermetallic FeBe5. The following simple reaction

indicates the stability of FeBe5 with relation to its constituent elements:

Fe(s) + 5Be(s) → FeBe5 (6.7)

The reaction energy is -0.53 eV, consistent with the stability of this intermetallic.

The solution of Fe metal (ferrite) into Be as a substitutional species was found to be

slightly negative (-0.09 eV per Fe), which is not as negative as the energy per Fe to form

the intermetallic, again consistent with intermetallic formation. The solution energies

given in Table 6.4 are therefore with respect to the FeBe5 phase. These energies, both

substitutional and interstitial, are positive, however the solution energy with relation to

substitutional Fe formation is only 0.44 eV indicating that some solid solubility of FeBe5

within Be metal will be observed which is consistent with the phase diagram of the Fe-Be

system [212].

Given the prediction of a strong preference for Fe to be a substitutional species and the

relatively small solution energies, transport of Fe through the Be lattice via a vacancy

mechanism has been investigated. Equivalent to He migration via vacancies (section 6.4.2),

the migration process is considered in terms of four sub-processes (i)-(iv) (the vacancy

migration, capture, re-arrangement and release of a vacancy moving a lattice species).

The first step involves the free vacancy migration through the lattice (i) which remains

constant with an activation energy of 0.72 eV as reported in section 6.3. The migration
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of the vacancy from the second nearest neighbour site to the first nearest neighbour site

relative to the substitutional Fe defect, step (ii), has a barrier to migration of 0.81 eV. The

activation energy for step (iii), where a substitutional Fe migrates across from one vacancy

to the other, in the basal plane, is 0.67 eV. Step (iii) could also occur perpendicularly to

the basal plane. In this case the activation energy is slightly higher at 0.76 eV. Finally, step

(iv), the release of the vacancy from the {FeBe:VBe} cluster from the first nearest neighbour

site to the second nearest neighbour site, exhibits a migration activation energy of 0.54 eV.

In summary, this vacancy capture/release mechanism for Fe migration is therefore limited

by the capture of the vacancy from second to the nearest neighbour, that is, step (ii).

An alternative to the vacancy capture/release process is for the second VBe to remain as-

sociated with the FeBe and for the {VBe:FeBe} cluster to migrate via a correlated process

(somewhat equivalent to that described in Figure 8). Thus, the second captured vacancy

moves around the FeBe defect between nearest neighbour sites. This process has an activa-

tion energy of 0.51 eV (which is almost identical to the dissociation of the cluster described

by step (iv)). Finally the Fe atom swaps between Be sites as in step (iii) above with an

activation energy of 0.67 eV, making this step rate determining once the cluster has formed.

However, the {VBe:FeBe} cluster must initially be formed and as such, the limiting migra-

tion step is once again the capture of the vacancy to the nearest neighbour position. Thus,

it seems that both processes will contribute to the transport of Fe in Be.

6.4.8 The FeAlBe4 Intermetallic

While Al might not be soluble in Be, it has been reported as a constituent of the FeBe5

intermetallic, ultimately, forming the intermetallic FeAlBe4 [201]. Conversely, the inter-

metallic AlBe5 has not been reported. We therefore begin by calculating the energy to

form the hypothetical material AlBe5:

Al(s) + 5Be(s) → AlBe5 (6.8)
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which is analogous to equation 6.7. This energy is positive (0.58 eV) consistent with this

structure not forming. Next, the following reaction is considered:

Al(s) + Fe(s) + 4Be(s) → FeAlBe4 (6.9)

for which the calculated energy is -1.42 eV. The negative energy indicates this is a stable

intermetallic in the Fe-Al-Be system, as indicated by Carrabine [201]. Thus, the following

reaction of Al metal with the FeBe5 intermetallic is considered. Since Al is highly insoluble

in Be metal, the following reaction shows how this intermetallic may form in a system

consisting of insoluble Al, Be metal and the FeBe5 intermetallic:

Al(s) + FeBe5 → FeAlBe4 + Be(s) (6.10)

The calculated energy is -0.89 eV indicating that the reaction will proceed. Therefore, in

the presence of excess FeBe5 intermetallic, with respect to reaction 6.10, there will be no

Al metal present.

Alternatively, the solution of Al into FeBe5 as a substitutional dopant is considered. In

this case, the Al can substitute for Be at two different Be sites (Be(0,0,0) and Be( 5
8
, 5
8
, 5
8

)) or

at an Fe site (Fe( 1
4
, 1
4
, 1
4

)). The solution reactions proceed as follows:

Al(s) + FeFe → AlFe + Fe(s) (6.11)

Al(s) + BeBe(0,0,0) → AlBe(0,0,0) + Be(s) (6.12)

Al(s) + BeBe( 5
8
, 5
8
, 5
8

) → AlBe( 5
8
, 5
8
, 5
8

) + Be(s) (6.13)

The energies for these processes are, -0.31 eV for reaction 6.11, -0.77 eV for reaction 6.12

and 0.87 eV for reaction 6.13. It is therefore predicted that Al will preferentially substitute

onto the Be (0,0,0) site, not onto the Fe site as predicted by Rooksby [203]. The (0,0,0)

site is the same site as Al occupies in the AlFeBe4 intermetallic [201].

Finally, it is noted that here two limiting cases have been considered: a low concentration
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of Al in FeBe5 and the end member of the solution process FeAlBe4. In both cases Al

incorporation is shown to be favourable. In future it will be interesting to develop this

further and be able to predict equilibrium compositions. For example, in the presence of

excess Al, does the reaction proceed completely to FeAlBe4 or to some sub-stoichiometric

equilibrium FeAl1−xBe4+x composition?

6.5 Defects in the FeBe5 and FeAlBe4 Intermetallics

The intermetallics that form within the Fe-Al-Be system are of significant engineering

importance as Al and Fe are common alloying additions to Be. Some mechanical properties

and solution properties of extrinsic species into both FeBe5 and AlFeBe4 are investigated.

6.5.1 FeBe5

The intrinsic defect energies of FeBe5 are shown in Table 6.5. In comparison to Be (Table

6.3), absolute vacancy energies are higher in FeBe5, furthermore, the intrinsic reaction

energies, Schottky and Frenkel are of higher energy in FeBe5. Thus, vacancy concentrations

will be considerably lower.

Table 6.5: Intrinsic defect energies within FeBe5 (eV).

Defect Type Be Fe
Vacancy - 6.09/5.44 7.06
Interstitial (1

2 ,
1
2 ,

1
2) 2.85 2.87

(3
4 ,

1
2 ,

1
2) 4.14 2.64

(3
8 ,

5
8 ,

7
8) * -3.42

Substitution onto Be (0,0,0) - -2.83
Substitution onto Be (5

8 ,
5
8 ,

5
8) - -1.28

Substitution onto Fe 4.59 -

The elastic constants for FeBe5 have also been determined. Table 6.6 reports the elastic

moduli of the system. The bulk modulus for FeBe5 was determined to be 100.9GPa

compared to 130GPa for Be. Table 6.7 reports the energies associated with the various
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Table 6.6: Elastic constants (c) and bulk modulus (K) for cubic FeBe4.

Parameter Value (GPa)
c11 257.2
c12 22.75
c44 119.8
K 100.9

extrinsic defects entering the FeBe5 lattice. Solution of the gases hydrogen, helium and

oxygen are compared to their solution into Be. Comparison of solution energies of FeBe5 is

Table 6.7: Solution energies of H2, He, O2, Al, C from Be2C, Mg and Si in FeBe5 (eV).

Impurity occupying H He O Al C Mg Si
Substitution onto (0,0,0) Be site 1.11 4.28 1.75 -0.77 12.49 0.82 -0.96
Substitution onto (5

8 ,
5
8 ,

5
8) Be site 0.02 4.70 -0.23 0.87 9.26 2.96 -0.35

Substitution onto Fe site 0.30 3.20 0.05 -0.31 11.49 0.79 -0.38
(1

2 ,
1
2 ,

1
2) interstitial -0.52 7.43 1.00 10.09 12.82 13.50 6.19

(1
2 ,

1
2 ,

3
4) interstitial -1.00 6.37 -0.82 10.09 14.16 11.70 21.91

(3
8 ,

5
8 ,

7
8) interstitial -1.69 3.80 1.64 3.02 * 12.36 2.00

made with a 4×4×3 Be supercell, consisting of 96 atoms so that the relative concentrations

are similar. Hydrogen has a solution energy of -1.69 eV in FeBe5 as an interstitial species

compared with a value of 0.74 eV in Be (in a 4×4×3 supercell). This means that the

hydrogen will be gettered by the FeBe5 intermetallic. Helium is also more stable in the

FeBe5 intermetallic (3.20 eV in FeBe5 compared to 3.64 eV in the 4×4×3 Be primitive

supercell), residing on an Fe site, however, the positive energy still suggests the He is not

soluble. Oxygen is less soluble in FeBe5, -0.82 eV, in comparison to -1.67 eV in the 4×4×3

Be supercell. This means there will be no driving force for oxygen to leave the Be lattice

to enter the intermetallic.

Silicon has a negative solution energy into the FeBe5 intermetallic unlike solution into Be.

This will result in the Si, that normally will sit as an insoluble precipitate, to be incor-

porated into the Fe-Be intermetallic. The removal of Si precipitates in the Be metal bulk

will have useful consequences, cleaning up the lattice and thereby changing the mechanical
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behaviour of the material.

6.5.2 FeAlBe4

The elastic constants for AlFeBe4 are reported in Table 6.8. The bulk modulus was deter-

mined to be 349.2GPa, larger than both for Be (130GPa) and FeBe5 (100.9GPa).

Table 6.8: Elastic constants (c) and bulk modulus (K) for cubic AlFeBe4.

Parameter Value (GPa)
c11 557.6
c12 245.0
c44 212.7
K 349.2

The solution of gas species into AlFeBe4 has been investigated in order to compare the

solubility of the gases with the FeBe5 phase and Be metal. The results are reported in

Table 6.9. Both hydrogen and oxygen have a lower solution energy into the interstitial

Table 6.9: Solution energies of H2, He and O2 in FeAlBe4 (eV).

Impurity occupying H He O
Substitution onto Al site 2.15 5.01 1.39
Substitution onto Be site 0.39 4.62 -0.13
Substitution onto Fe site 0.76 3.64 0.55
(1

2 ,
1
2 ,

1
2) interstitial -0.67 6.91 3.87

(1
2 ,

1
2 ,

3
4) interstitial -1.19 5.81 -1.27

(3
8 ,

5
8 ,

7
8) interstitial -1.83 4.48 -0.78

position within FeAlBe4 compared to FeBe5. The change for O2 solution is particularly

significant. He solution remains high and positive suggesting that solution will remain

unfavourable.

Of the three studied systems: Be, FeBe5 and AlFeBe4, H will be most stable in the AlFeBe4

crystal phase. In effect, this result suggests that the addition of Al to the Fe-Be system

will mean that there is an even greater driving force for the H to be accommodated within
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the intermetallic rather than within the Be lattice. This has important engineering impli-

cations as the H will be gettered in the intermetallic preventing hydration of the Be that

may cause variations of its mechanical properties, compromising the structural integrity of

components within systems with high H concentrations.

Oxygen has been found to have a lower solution energy in the FeAlBe4 intermetallic com-

pared to the FeBe5 intermetallic. However, this solution energy is still higher than for O2

entering the Be metal lattice, resulting in no drive for O2 to getter in either intermetallic.

Helium, like hydrogen has a lower solution energy in FeAlBe4 compared to FeBe5, however,

the energy is still significantly positive, suggesting that it will not be a stable extrinsic

defect. All the results for He suggest that, diffusion processes permitting, He will move

out of both the Be and intermetallic lattices, to either a grain boundary position, void or

out of the system.

6.6 Summary

Intrinsic defect processes in Be metal are all of high energy with a Be vacancy being the

dominant defect. Transport of vacancies is close to isotropic with an activation energy

of 0.72 eV in the basal plane. Intrinsic Be migration, whilst exhibiting a lower activation

energy of 0.64 eV, is not significantly more favourable given the much smaller intrinsic

interstitial atom concentration.

These simulations have some interesting implications for radiation damage of Be; as men-

tioned, Be will be used as a first wall material in fusion reactors [110] and therefore sub-

jected to an enormous neutron flux. Consequently, while the intrinsic defect concentrations

are low, there will still be considerable damage leading to the production of vacancies and

interstitials. The results presented are encouraging in this regard because there is a sig-

nificant driving force for defect recombination (high Frenkel energy) and hence damage

recovery. Further, the activation energies for vacancy and interstitial transport are not

high and fairly isotropic, thus the rate of recombination should be high. Finally, a vacancy
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and interstitial pair spontaneously recombine in a second or first nearest neighbour con-

figuration but have almost no interaction at a third neighbour position. While additional

simulations should also be carried out, this gives a first indication of the recombination

volume.

Turning to extrinsic defects, predicted H solution and migration mechanisms are in agree-

ment with previous studies [196, 194]. It is suggested that atomic H will be transported as

an interstitial species and migration will be rapid, having an activation energy of 0.40 eV.

Considering equilibrium, O2 is soluble in Be exhibiting a solution energy of -4.04,eV at an

interstitial site, while also being soluble at a vacant Be site. Furthermore, the difference

in vacancy and interstitial accommodation energies (Table 6.3) imply that even if a non-

equilibrium process were to provide a population of vacancies for interstitial O atoms to

occupy (e.g. created by radiation damage) O atoms would remain an interstitial species

(by 2.89 eV). Consequently, the solution properties will not be greatly changed by radiation

damage (although ballistic processes could aid migration of O atoms through the lattice).

Furthermore, the activation energy for interstitial O transport was predicted to be rather

high, 1.63 eV, providing a strong barrier for internal oxidation at low to moderate temper-

atures. At 1000K, however, interstitial O would be expected to move on the microsecond

time-scale given the size of the migration barrier.

He has been found to be highly insoluble within the Be lattice but the activation energy for

interstitial He transport is only 0.25 eV. Consequently, interstitial He introduced into the

Be lattice via a high energy (radiation) process will rapidly move through the lattice. It

will, however, be strongly trapped by a Be vacancy and is then subject to transport via a

Be vacancy mechanism, which requires the association of a second Be vacancy to the HeBe

defect. It was found that the migration process will be limited by the energy associated

with the de-trapping of a Be vacancy from the {VBe: HeBe} cluster, with an activation

energy of 0.79 eV. From a radiation damage point of view, while He may become trapped

at a Be vacancy, there will be available Bei species (the damage process proceeds via

Frenkel pair formation). Then He may become de-trapped by a migrating Bei interstitial
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(HeBe +Bei→BeBe +Hei ∆E = -3.1 eV) since the Bei migration activation energy (0.64 eV)

is smaller than the He migration energy via a VBe. Thus, equilibrium and non-equilibrium

(damage assisted) processes for He transport through Be will be quite distinct, with the

latter offering much lower energy possibilities and beneficial to the removal of the He

from the metal. However, cluster formation might alter this conclusion and needs to be

considered further.

Iron reacts with Be to form the FeBe5 intermetallic phase and this compound exhibits a

fairly small positive solution energy (0.44 eV) in Be and hence it will exhibit some solid sol-

ubility. Given the solid solubility of FeBe5 in Be, migration of Fe by a vacancy mechanism

was investigated as it was for He in Be. Unlike He, Fe transport can be facilitated by a

nearest neighbour coupled migration mechanism in addition to the vacancy capture/release

mechanism favoured by He in Be with an activation energy in both cases of 0.81 eV. Over-

all, it seems transport of extrinsic Fe will be similar to transport of intrinsic Be since both

are vacancy mediated and the rate determining processes are of similar energy. Further,

since the VBe defect concentration is small at equilibrium, the rate of transport will be

low.

Aluminium was found to be insoluble in the Be lattice but soluble in the FeBe5 intermetallic

substituting at Be(0,0,0) sites. Solution of Al may proceed until at least the intermetallic

FeAlBe4 forms.

Calculations of the solution of He, O2 and H2 into both the FeBe5 and FeAlBe4 inter-

metallics have been carried out. O2 is not gettered into either of the intermetallics (as the

solution energy of O2 is lower in Be metal compared to both FeBe5 and FeAlBe4). The

solution energy of He into both intermetallics is positive as it is in Be metal, however,

the solution energy is lower in FeBe5 compared to Be metal. Interestingly, H2 solution

has a negative energy into both FeBe5 and FeAlBe4 and therefore both intermetallics are

expected to getter hydrogen and therefore prevent the hydriding of the Be metal. This

result is quite significant.

It is also interesting to note that Si has a negative solution energy into FeBe5, substituting
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onto any of the lattice sites. This suggests that the presence of the FeBe5 intermetallic

will getter any excess Si in the system.

In summary, this work has gone some way towards demonstrating the rich complexity of

defect processes in Be and the role of the intermetallics FeBe5 and FeAlBe4. Some species

migrate isotropically, such as Be interstitials, whereas other species diffuse anisotropically,

such as He. Some dopant species are highly soluble, especially O but also H, whilst others

are decidedly insoluble such as C, Mg and Si. Especially for radiation damage studies,

much remains to be investigated for this interesting material, particularly with regard to

defect cluster formation.

This chapter has introduced the complexities of what, on first appearances, seems a very

simple system. Parallels can be drawn with beryllium and other HCP metals such as

zirconium, although DFT simulations on Zr will be more computationally expensive due

to the increased number of electrons in the system.



Chapter 7

Ongoing and Future Work

“If you don’t have to drag yourself off the field exhausted after 90 minutes, you can’t claim

to have done your best.”

- Bill Nicholson, Tottenham Hotspur F.C. Manager 1958-1974 [213].

7.1 Atomic Scale Simulations of Nuclear Fuel

This thesis has contributed to the further understanding of the atomic scale behaviour of

trivalent cations and their effect on bulk processes in uranium dioxide.

7.1.1 Transport in UO2

What has not yet been understood fully is the effect of multiple Cr3+ cations on the

migration of uranium vacancies as well as the influence of other larger trivalent cations.

Furthermore, work should be carried out to identify trends for migration of V′′′′U defects

from 2nd nearest neighbour to an equivalent 2nd nearest neighbour site but also other

equivalent processes out to 3th and 4th neighbour sites. If there is a lowering of migration

activation energies for these mechanisms, U4+ migration will be enhanced regardless of the

173
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movement of the trivalent species, though highly dependent on the trivalent ion concen-

tration. It would also be interesting to understand the role of clustering on the migration

of species through UO2; larger clusters may possibly initiate lower energy concerted mi-

gration processes. Oxygen migration in doped and un-doped hyperstoichiometric should

also be considered.

7.1.2 Dopants and Fission Products at Grain Boundaries and Surfaces

Grain boundaries in the UO2 system have been the subject of much recent work [214,

215]. Until recently, the research of UO2 has generally focused on relatively clean and

coherent grain boundaries. Future work should aim to consider the complex interactions

between dopants and fission products with grain boundaries and surfaces, with emphasis

on attempting to understand how dopants change to drive the segregation. Investigations

into more complicated grain boundaries should be made such and in addition amorphous

intergranular films should be considered. For example, the glassy phases that may form

when SiO2 is added to the UO2 system as a dopant [216] should be investigated as they

may show some advantageous effects on fission gas retention. Increased understanding of

these grain boundaries will lead to a better description of the fission gas release processes

and in turn allow improvements to be made to fuel performance codes.

The change in solution energy and migration energy of the fission gases, krypton and xenon,

should be investigated as an increase in solubility or a decrease in diffusivity would have a

advantageous effect on fission gas release, reducing the volume of gas released to the rod

free volume.

UO2 grain boundaries have been briefly explored, specifically looking at the interaction of

one grain boundary with another, in the same supercell. The distance between the two

grain boundaries in a supercell is increased and the system energy is calculated. The defect

energy per unit area of grain boundary surface is then calculated for each separation (see

Figure 7.1 for some preliminary simulations). The defect energy is observed to decrease

with increasing grain boundary separation. The calculations suggest that having a large
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Figure 7.1: Image of a Σ5 grain boundary in UO2. The plot shows the interaction energy of the
two grain boundaries in the system falling with increases in distance between them.
This highlights the importance of using large enough system sizes when investigating
grain boundaries.
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enough system size is important for carrying out accurate static and dynamic calculations.

The relationship between surface energy due to dopants should also be explored. Intra-

granular bubble morphology is linked with the surface energy of UO2. Killeen has already

shown that bubble morphology changes with chromium doping [74], possibly due to the

formation of chromium containing precipitates at the grain boundaries. The segregation

of species to surfaces may also change with dopant and fission product concentration. A

preliminary investigation into the interactions of trivacancies with surfaces has been made

with a view to understanding the effects of dopant concentration (see Figure 7.2). It was

found that the defect energy for a trivacancy reduced as the crystal surface was approached

and therefore indicating a tendency towards segregation. It would be interesting to under-

Figure 7.2: Change in defect energy of a Schottky trivacancy with distance from a UO2 <110>
grain surface. The plot shows the drive for trivacancies to move towards the surface.

stand how the solution energy of chromium and aluminium varies near a grain boundary.
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7.1.3 Dopant and Fission Product Effect on the Formation of High Bur-

nup Structure

High burnup structure (HBS) formation has been the subject of a great deal of research

over the last decade [78, 66]. The difference in mechanical properties and morphology

of the HBS compared to pristine UO2 has driven research to understand the mechanism

behind HBS structure formation and its behaviour under severe and accident conditions.

The possible reasons for HBS structure have been investigated and an understanding of

dislocation interaction with dopants and fission products may yield some interesting results

that could shed light on the subject. Dislocation movement will be hindered by precipitates

and may be pinned. The build-up in concentration of dislocations may lead to grain

subdivision. The interaction of dislocations with fission products should be researched and

can be linked to experimental work such as microscopy coupled with electron backscatter

diffraction (EBSD) analysis to understand the effect of dopants on grain subdivision.

In the same vein, it would be pertinent to understand the onset of high porosity in highly

burnt up standard UO2 fuel towards the centre of the pellet (see Figure 7.3). It is likely

that the similarly structured phases (HBS and the high porosity structure in the centre of

the pellet) are produced as a consequence of similar processes.

7.1.4 DFT Approach to Diffusion of Dopants in Uranium Dioxide

DFT calculations should be carried out to understand the migration processes discussed in

Chapter 4. The advantages of using DFT include the ability to study the effects of other,

non-metallic elements on the volume, diffusivity and solution properties of UO2.

There are obviously some large challenges to using DFT including the limited system

sizes and the need for not only a Mott-Hubbard correction [131], but also control of the

occupation matrix when dealing when carrying out calculations [217]. As computing power

increases more phenomena will be in reach of DFT calculations. Careful use of multi-scale

modelling, where atomistic DFT results feed information into mesoscale and macroscopic
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Figure 7.3: Image removed as instructed by funding body.
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continuum models calculations at larger scales (such as finite element calculations) will

prove beneficial in understanding phenomena currently outside of the computational reach

of DFT and other ab-initio methods.

7.1.5 Doping of ThO2 and (MA,U)O2

Thoria and minor actinide dioxides are being considered for use in breeder and fast-breeder

reactors and as such, a greater understanding of the behaviour of these potential fuels is

required. All the work that has been carried out to understand the irradiation and in-pile

behaviour of UO2 and PuO2 should be repeated with other potential fuels.

ThO2 is different to UO2 in that it does not oxidise readily from a "4+" charge state to a

"5+" charge. Vacancies and other negatively charged defects are more likely to be charged

by positive defects such as oxygen vacancies and interstitial cations rather than oxidised

uranium ions.

Calculations could be carried out to investigate the oxidation of ThO2 by the formation of

peroxide ions as given in the equation below:

1

2
O2 + O×O → {V••O : 2O′i}× (7.1)

If this is found to be the lowest energy mechanism to form ThO2+x, other mechanisms

that accommodate aliovalent cation fission products would also need to be investigated.

One such reaction could be:

1

2
Cr2O3 + Th×Th + {V••O : 2O′i}× → Cr′Th + O•O + ThO2 (7.2)

A possible and interesting fuel that could be produced for light water reactors that can

use a very similar process to the standard UO2 pellet production would be a ThO2 coated

UO2 or doped UO2 pellet (suggestions of a homogeneous (U,Th)O2 mix have already been

made [27]). The ThO2 coated fuel is expected to have a number of interesting properties
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and advantages over standard non-coated pellets:

• As ThO2 exists at the periphery, the shielding effect that usually leads to an increase

in plutonium concentration will instead breed U233
92 . This may be regarded as a slight

improvement on proliferation resistance. Only a small layer of ThO2 (∼0.5mm)

would have to be added to prove effective at lowering the plutonium concentration

in an irradiated pellet.

• ThO2 is more difficult to reduce than UO2 and may act as a barrier to the oxidation

of the cladding material increasing the pellet clad mechanical interaction.

• The thermal conductivity of ThO2 is higher than UO2 and will therefore conduct heat

away from the centre more efficiently allowing lower fuel centre point temperatures.

• The advantage of having ThO2 as a coating is that the uranium does not need

to be enriched significantly higher than for standard pellets (unlike a homogeneous

(Th,U)O2 pellet).

• Because ThO2 is soluble in UO2, there does not need be a sharp transition from ThO2

to UO2 in the pellet. Instead a boundary layer with increasing ThO2 concentrations

towards the pellet rim can be produced. It is possible that the material can be

fabricated with a compositional gradient between the two oxides.

• The concentration of minor actinides in the waste will be lower as ThO2 does not

produce the trans-uranic elements. It is these minor actinides that mean spent fuel

must be stored for extremely long times in a repository.

As with any new pellet design, it will have to be tested properly and the economic benefits

of the fuel will have to be investigated.
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7.2 Atomic Scale Simulations of Burnable Poisons

The defect processes of zirconium diboride have been investigated for the first time in this

work. There is a great deal of scope for future work including:

• Investigating the swelling and He segregation characteristics and change in mechan-

ical properties of ZrB2 under irradiation. Swelling will be important to understand

for the use of ZrB2 as a burnable poison inside a fuel assembly.

• The effects of lithium in ZrB2 solution on diffusion of other species in the crystal as

lithium remains in the ZrB2 lattice after transmutation.

• Understanding the addition of hafnium as HfB2 is added to ZrB2 to alter the me-

chanical properties of the ceramic in aerospace applications.

• Surface calculations of ZrB2 will be interesting for aerospace and nuclear applications.

Surface oxidation will be useful to understand for both industries and the adhesion

of ZrB2 to UO2 would be an interesting study.

Each of these are now discussed in more detail.

7.2.1 Irradiation of ZrB2

In this work, zirconium diboride was investigated using DFT. This limits the system size

and therefore irradiation effects that involve large numbers of atoms may require the use of a

more empirical (or at least more computationally tractable) description of the inter-atomic

interactions. The residual defects left by a displacement cascade would be interesting to

study as these may considerably outnumber the defects produced by intrinsic processes and

therefore have an effect on the trapping of He and Li produced due to B10
5 transmutation.

A significant issue is that the transmutation of B10
5 will leave an overall Zr excess that

can not be accommodated in the ZrB2 lattice according to calculations that have been

carried out in this work. Therefore, some research should be made into the doping of ZrB2
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that will enable the excess zirconium to be retained in the structure and not produce a

secondary, low melting temperature phase. Otherwise, research should be carried out on

the mechanical implications of producing a ZrB2+x solid that allows a certain molar value

of B10
5 to be transmutated without the formation of the secondary phase.

7.2.2 Li and Impurity Effects on Diffusion

As has already been encountered when investigating the effects of Cr3+ doping of UO2,

the increase in concentration of Li in the ZrB2 lattice due to transmutation processes may

affect the diffusion properties of the bulk material. Further work should be carried out

to understand if the increase in Li concentration will pin vacancy defects, decreasing the

overall substitutional defect migration, or alternatively enhance the diffusion, increasing

the rate of diffusion of substitutional species (such as He trapped at a lattice site).

Impurities may have an effect on the mechanical properties of ZrB2 and also initiate the

formation of further defects in the lattice. Common impurities arising from the manufac-

turing of ZrB2 include C, O, Ta, Fe, Mo, N and Hf. The solution properties and effects on

intrinsic diffusion processes should be investigated. The effect of the impurities and defects

on thermal conductivity will also be a useful investigation due to the application of ZrB2

as a heat shield for re-entry vehicles.

7.2.3 HfB2-ZrB2-SiC System

HfB2 and ZrB2 are both considered as ultra high temperature ceramics and have been used

in a number of aerospace applications. Some applications that have been conceived use

the heterostructure: (Hf,Zr)B2. SiC has been considered as a good addition to (Hf,Zr)B2

ceramics as it increases the overall oxidation resistance of the solid, whilst also being able

to tolerate extremely high temperatures and shock impulses. The relative solubility of Hf,

Zr, C, B and Si in the lattices should be a useful investigation.

Surface calculations to investigate the grain boundaries between the three phases would
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prove useful in understanding the crack propagation characteristics of the solids. DFT

simulations would not provide a large enough system size so an empirical potential may

be of more use for these calculations.

7.3 Atomic Scale Simulations of Beryllium

Defect processes in beryllium metal have been investigated in detail for the first time on

the atomic scale. A number of interesting results have been outlined but there is plenty

more science accessible to of current simulation techniques. Some of these will now be

outlined:

• If a simple embedded atom potential (empirical, ideal for metals) were to be pro-

duced, calculations looking at radiation damage and the residual defects in beryllium

under irradiation can be carried out. The effect of stacking faults and impurities could

provide scope for further investigation along with high temperature, high pressure

variations that may prove useful when considering the material’s use as a plasma

facing clad for future fusion reactors.

• The effect of irradiation will undoubtedly affect the migration characteristics of the

common impurities and transmutation products He, O and H. Investigations into the

changes would prove useful for fusion reactor applications.

• The formation of twins (special low angle grain boundaries) are a hot topic in HCP

metals, Be included. The reorientation and movement of twins would be a very

interesting topic of research. The influence of irradiation on twin behaviour should

be considered and also the effect of the transmutation and dopants on the twin

boundary.
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Figure 7.4: Twin in beryllium created using the program ‘GBStudio’.



Appendix A

Kröger-Vink Nomenclature

The notation used by Kröger and Vink [65] is used throughout this thesis to describe defect

reactions in a simple manner. A single defect can be described as given in Figure A.1.

Figure A.1: Summary of the Kröger-Vink notation used throughout this thesis to describe de-
fects.

Figure A.1 reports that ‘A’ is the original lattice site. In UO2 this could be either a U,

an O or and interstitial (denoted by an ‘i’). This is then filled with a species ‘B’. For

example, a chromium ion residing on a uranium site in UO2 would be written as Cr′U. A

vacancy on a site is denoted by a ‘V’ (for example an oxygen vacancy would be V••O ). The

charge on the defect is then denoted by either a × for a neutral defect or varying numbers

185
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of ′ for negative defects or • for positive defects (depending on the charge). For example,

the oxygen vacancy has an overall +2 charge in UO2 (V••O ) as there is a missing O2− ion.

A chromium on a uranium site has an overall -1 charge (Cr′U) as the original U4+ ion is

replaced by a chromium that has a +3 charge producing a negative charge.

Defect clusters are described by combining single defects using the Kröger-Vink notation

inside brackets and then stating the overall charge after. For example, the neutral defect

cluster containing two chromiums on two uranium sites and an oxygen vacancy in UO2

would be given as {2Cr′U:V
••
O }×.
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