
Imperial College London

Department of Materials

Controlling Dopant Distributions and

Structures in Advanced

Semiconductors

Hassan A. Tahini

Jan 2014

Submitted in part fulfilment of the requirements for the degree of

Doctor of Philosophy in Materials of Imperial College London

and the Diploma of Imperial College London

1



Declaration

I herewith certify that all material in this dissertation which is not my own work

has been properly acknowledged.

Hassan A. Tahini

2



Abstract

The suitability of silicon for micro and sub-micro electronic devices is being chal-

lenged by the aggressive and continuous downscaling of device feature size. New

materials with superior qualities are continually sought-after. In this thesis, de-

fects are examined in two sets of silicon alternate materials; germanium (Ge)

and III-V semiconductors. Point defects are of crucial importance in understand-

ing and controlling the properties of these electronic materials. Point defects

usually introduce energy levels into the band gap, which influence the electronic

performance of the material. They are also key in assisting mass transport.

Here, atomistic scale computational methods are employed to investigate the

formation and migration of defects in Ge and III-V semiconductors. The be-

haviour of n-type dopants coupled to a vacancy in Ge (known as E-centres) is

reported from thermodynamic and kinetic points of view, revealing that these

species are highly mobile, consequently, a strategy is proposed to retard one

of the n-dopants. Further, the electronic structure of Ge is examined and the

changes induced in it due to the application of different types of strain along

different planes and directions. The results obtained agree with established ex-

perimental values regarding the bands transition from indirect to direct under

biaxial strain. This is used to support further predictions, which indicate that

a moderate strain parallel to the [111] direction can efficiently transform Ge

into a direct band gap material, with a band gap energy useful for technological

applications.
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Vacancies and antisites in III-V semiconductors have been studied under various

growth and doping conditions. Results presented in this thesis help predict and

explain the stability of some defects over a range of growth conditions. This,

together with knowledge of the kinetics of migration of Ga and As/Sb vacancies

is used to explain the disparities in self-diffusion between GaAs and GaSb.

4



Õ
�
æ


k�

��QË
�
@ 	á

�

�
Ô

�
g��QË

�
@ é�

��
<Ë

�
@ Õ

�
æ
�
��.�

A
�
Ò

�
Ê«� ú




	
G
�

�
X 	P

�
ú



��
G
.

�P
�

É
��
¯

�
ð

Lord, increase my knowledge.

To the family that made me and to the family that I am to

make...

H2O

5



Acknowledgement

I want to start by thanking my supervisors: Prof. Grimes for his excellent super-

vision, Prof. Schwingenschlögl for his usual efficiency and Dr Chroneos for his

unparalleled creativity... Their guidance and support throughout the stages of

this research is the dream of any student.

The members of the Atomistic Simulations Group are highly thanked for their

usual assistance and help, in particular Dr Rushton who is an encyclopaedia

when it comes to computational materials science and programming, Dr Mur-

phy for the daily discussions and advices and Miss Warriss who without her

management skills, the office would have been in a state of high entropy.

This research would have been less entertaining without the daily chess games

with Sam, Charlie and Patrick. The problem below is for you guys... White to

play and mate in three!

Finally, I want to thank my parents and my wife Ola for being constantly by my

side.

8 0Z0Z0ZBZ
7 ZbZ0Z0Zn
6 0Z0Z0Z0A
5 ZpM0ZRZ0
4 0ZpjpZ0L
3 Z0Z0o0Z0
2 KZPZ0ZqZ
1 Z0Z0Z0Z0

a b c d e f g h

6



Copyright Declaration

The copyright of this thesis rests with the author and is made available under a

Creative Commons Attribution Non-Commercial No Derivatives licence.

Researchers are free to copy, distribute or transmit the thesis on the condition

that they attribute it, that they do not use it for commercial purposes and that

they do not alter, transform or build upon it. For any reuse or redistribution,

researchers must make clear to others the licence terms of this work.

c© H. A. Tahini 2013

7



List of Publications

1. H. A. Tahini, A. Chroneos, H. Bracht, S. T. Murphy, R. W. Grimes and U. Schwin-

genschlögl, "Antisites and anisotropic diffusion in GaAs and GaSb" Appl. Phys. Lett.

103, 142107 (2013).

2. H. A. Tahini, A. Chroneos, S. T. Murphy, R. W. Grimes and U. Schwingenschlögl,

"Vacancies and defect levels in III-V semiconductors" J. App. Phys. 114, 063517

(2013).

3. H. A. Tahini, A. Chroneos, U. Schwingenschlögl and R. W. Grimes, "Co-doping

with antimony to control phosphorous diffusion in germanium" J. App. Phys. 113,

073704 (2013).

4. H. A. Tahini, A. Chroneos, R. W. Grimes and U. Schwingenschlögl, "Point defect

engineering strategies to retard phosphorous diffusion in germanium", Phys. Chem.

Chem. Phys. (2013).

5. H. A. Tahini, A. Chroneos, R. W. Grimes, U. Schwingenschlögl and A Dimoulas,

"Strain induced changes of the electronic structure of germanium", J. Phys.: Con-

dens. Matter 24, 195802 (2012).

6. H. A. Tahini, A. Chroneos, R. W. Grimes, U. Schwingenschlögl, "Diffusion of tin in

germanium: a GGA+U approach", Appl. Phys. Lett. 99, 162103 (2011).

7. H. A. Tahini, A. Chroneos, R. W. Grimes, U. Schwingenschlögl, and H. Bracht,

"Diffusion of E-Centres in germanium predicted using the GGA+U approach", Appl.

Phys. Lett. 99, 072112 (2011).

8



Contents

1. Background 24

1.1. The Quest for High Electron Mobility Semiconductors . . . . . . . 24

1.2. Defects in Solids . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

1.3. The Role of Defects . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2. Methodology 32

2.1. The Schrödinger Equation and the Hartree-Fock Approach . . . . 32

2.2. Density Functional Theory . . . . . . . . . . . . . . . . . . . . . . 34

2.2.1. Exchange and Correlation . . . . . . . . . . . . . . . . . . 36

2.2.2. Bloch’s Theorem and the Basis Set . . . . . . . . . . . . . 37

2.2.3. DFT+U and Hybrid Functionals . . . . . . . . . . . . . . . 38

2.2.4. Pseudopotentials . . . . . . . . . . . . . . . . . . . . . . . 41

2.2.4.1. Norm-Conserving Pseudopotential . . . . . . . . 42

2.2.4.2. Ultrasoft Pseudopotentials . . . . . . . . . . . . . 42

2.2.4.3. Projector Augmented-Wave Method . . . . . . . 43

2.2.5. Practical DFT Method . . . . . . . . . . . . . . . . . . . . 44

2.3. Supercells and Boundary Conditions . . . . . . . . . . . . . . . . 45

2.4. Charged Defects Interactions . . . . . . . . . . . . . . . . . . . . 46

2.4.1. Finite Size Corrections . . . . . . . . . . . . . . . . . . . . 46

2.4.2. Compensating Background Jellium . . . . . . . . . . . . . 46

2.4.3. The Makov-Payne Correction . . . . . . . . . . . . . . . . 46

2.4.4. Potential Alignment . . . . . . . . . . . . . . . . . . . . . 47

9



2.4.5. The Freysoldt et al. Scheme . . . . . . . . . . . . . . . . . 48

2.5. Nudged Elastic Band . . . . . . . . . . . . . . . . . . . . . . . . . 49

I. Perfect Lattice Properties of Germanium and III-V Semicon-

ductors 52

3. Germanium and III-V: Perfect Lattice Properties 53

3.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.2. Ge: Perfect Lattice Properties . . . . . . . . . . . . . . . . . . . . 54

3.3. III-V: Perfect Lattice Properties . . . . . . . . . . . . . . . . . . . 57

3.3.1. Electronic Properties . . . . . . . . . . . . . . . . . . . . . 58

3.3.2. Lattice Properties . . . . . . . . . . . . . . . . . . . . . . . 62

3.3.3. Elastic Properties . . . . . . . . . . . . . . . . . . . . . . . 63

3.3.4. Thermodynamic Properties . . . . . . . . . . . . . . . . . 64

3.4. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4. Strain-Induced Changes to the Electronic Structure of Germanium 67

4.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.2. Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.3. Results and Discussions . . . . . . . . . . . . . . . . . . . . . . . 73

4.3.1. Biaxial Strain (001) . . . . . . . . . . . . . . . . . . . . . 73

4.3.2. Biaxial Strain (110) . . . . . . . . . . . . . . . . . . . . . 74

4.3.3. Biaxial Strain (111) . . . . . . . . . . . . . . . . . . . . . 78

4.3.4. Uniaxial Strain [001] . . . . . . . . . . . . . . . . . . . . . 78

4.3.5. Uniaxial Strain [110] . . . . . . . . . . . . . . . . . . . . . 78

4.3.6. Uniaxial Strain [111] . . . . . . . . . . . . . . . . . . . . . 80

4.3.7. Origin of the Changes in the Band Structure with Applied

Strain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.3.8. Effective Masses . . . . . . . . . . . . . . . . . . . . . . . 82

4.4. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

10



II. Defect Processes in Germanium 86

5. Diffusion of E-Centres and Tin in Germanium 87

5.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.2. Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.3. Diffusion of E-Centres in Ge . . . . . . . . . . . . . . . . . . . . . 91

5.3.1. VGe Formation Energy . . . . . . . . . . . . . . . . . . . . 91

5.3.2. Formation Energies of PV q
Ge Defects . . . . . . . . . . . . . 93

5.3.3. Formation Energies of AsV q
Ge Defects . . . . . . . . . . . . 93

5.3.4. Formation Energies of SbV q
Ge Defects . . . . . . . . . . . . 94

5.3.5. Migration Energies . . . . . . . . . . . . . . . . . . . . . . 96

5.4. Diffusion of Tin in Ge . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.5. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6. Defect Engineering Strategies to Retard Phosphorous Diffusion in

Germanium 104

6.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

6.2. Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

6.3. Results and Discussions . . . . . . . . . . . . . . . . . . . . . . . 106

6.4. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

7. Codopoing with Antimony to Control Phosphorous Diffusion in Ger-

manium 115

7.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

7.2. Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

7.3. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

7.4. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

8. Interaction of Palladium Defects in Germanium 122

8.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

8.2. Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

11



8.3. Results and Discussions . . . . . . . . . . . . . . . . . . . . . . . 124

8.4. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

III. Defects in III-V Semiconductors 132

9. Vacancies in III-V Semiconductors 133

9.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

9.2. Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

9.3. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

9.3.1. Lattice, Elastic, Thermodynamic and Electronic Properties 136

9.3.2. Charge Correction . . . . . . . . . . . . . . . . . . . . . . 137

9.3.3. Aluminum-V Compounds . . . . . . . . . . . . . . . . . . 138

9.3.3.1. Aluminium Phosphide . . . . . . . . . . . . . . . 138

9.3.3.2. Aluminium Arsenide . . . . . . . . . . . . . . . . 139

9.3.3.3. Aluminium Antimonide . . . . . . . . . . . . . . 141

9.3.4. Gallium-V Compounds . . . . . . . . . . . . . . . . . . . . 143

9.3.4.1. Gallium Phosphide . . . . . . . . . . . . . . . . . 143

9.3.4.2. Gallium Arsenide . . . . . . . . . . . . . . . . . . 143

9.3.4.3. Gallium Antimonide . . . . . . . . . . . . . . . . 145

9.3.5. Indium-V Compounds . . . . . . . . . . . . . . . . . . . . 147

9.3.5.1. Indium Phosphide . . . . . . . . . . . . . . . . . 147

9.3.5.2. Indium Arsenide . . . . . . . . . . . . . . . . . . 148

9.3.5.3. Indium Antimonide . . . . . . . . . . . . . . . . 149

9.4. The Influence of Growth Conditions: Stoichiometry . . . . . . . . 150

9.5. Trends in Formation Energies . . . . . . . . . . . . . . . . . . . . 151

9.6. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

10.Antisites in III-V Semiconductors 156

10.1.Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

10.2.Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

12



10.3.Results and Discussions . . . . . . . . . . . . . . . . . . . . . . . 157

10.3.1. Aluminium-V Compounds . . . . . . . . . . . . . . . . . . 157

10.3.1.1. Aluminium Phosphide . . . . . . . . . . . . . . . 157

10.3.1.2. Aluminium Arsenide . . . . . . . . . . . . . . . . 159

10.3.1.3. Aluminium Antimonide . . . . . . . . . . . . . . 160

10.3.2. Gallium-V Compounds . . . . . . . . . . . . . . . . . . . . 161

10.3.2.1. Gallium Phosphide . . . . . . . . . . . . . . . . . 161

10.3.2.2. Gallium Arsenide . . . . . . . . . . . . . . . . . . 163

10.3.2.3. Gallium Antimonide . . . . . . . . . . . . . . . . 165

10.3.3. Indium-V Compounds . . . . . . . . . . . . . . . . . . . . 166

10.3.3.1. Indium Phosphide . . . . . . . . . . . . . . . . . 166

10.3.3.2. Indium Arsenide . . . . . . . . . . . . . . . . . . 168

10.3.3.3. Indium Antimonide . . . . . . . . . . . . . . . . 169

10.3.4. Trends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

10.4.Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

11.Antisites and Anisotropic Diffusion in GaAs and GaSb 175

11.1.Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

11.2.Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

11.3.Results and Discussions . . . . . . . . . . . . . . . . . . . . . . . 177

11.4.Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

12.Conclusions and Outlook 185

12.1.Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

12.2.Further Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

12.2.1. Re-evaluation . . . . . . . . . . . . . . . . . . . . . . . . . 188

12.2.2. New Studies . . . . . . . . . . . . . . . . . . . . . . . . . 189

. Bibliography 191

13



List of Tables

3.1. High symmetry points and their coordinates in reciprocal and

Cartesian coordinates. . . . . . . . . . . . . . . . . . . . . . . . . 55

3.2. The band gap and lattice parameter of Ge calculated using the

GGA, GGA+U and HSE06 functionals compared to experimental

data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.3. The band gaps of III-V semiconductors calculated using PBE and

HSE06 compared to experimental values [1]. Values in bold indi-

cate an indirect band gap. . . . . . . . . . . . . . . . . . . . . . . 59

3.4. The static dielectric constants of III-V semiconductors calculated

using PBE and HSE06 compared to experimental values [1]. . . . 62

3.5. The lattice parameters of III-V semiconductors calculated using

PBE and HSE06 compared to experimental values [1]. . . . . . . 63

3.6. The elastic constants (c11, c12 and c44) of III-V semiconductors

calculated using PBE and HSE06 compared to experimental val-

ues [1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.7. The bulk moduli of III-V semiconductors calculated using PBE and

HSE06 compared to experimental values [1]. . . . . . . . . . . . 65

3.8. Calculated Gibbs free energy of formation of III-V semiconductors

in comparison with experimental values [1]. . . . . . . . . . . . . 65

4.1. Calculated lattice, elastic and electronic properties of Ge com-

pared to experimental results. . . . . . . . . . . . . . . . . . . . . 70

14



5.1. The calculated stable charge transition energies for the E-centres

and VGe (eV) for neutral (0), singly positive (+), singly negative

(−) and doubly negative (=) charge states. . . . . . . . . . . . . 92

5.2. The binding (for the formal ∆E1
DV and split-V ∆E1

D−split−V con-

figurations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.3. The migration energies of DVGe pairs. . . . . . . . . . . . . . . . 97

5.4. The activation enthalpies (Qa) for the E-centres (in eV) in their

neutral and negative charge states. These are compared to exper-

imental Qa from SIMS analyses [2]. . . . . . . . . . . . . . . . . 98

6.1. Calculated binding energies of the different configurations form-

ing the (PSnVGe)
−1 and (PHfVGe)

−1 clusters calculated using GGA,

GGA+U and HSE06. . . . . . . . . . . . . . . . . . . . . . . . . . 108

9.1. The formation energies of the group III and group V vacancies

(eV) for µe = Eg/2 under stoichiometric conditions (∆µ = 0).

The values in parentheses correspond to the charge of the vacancy

under intrinsic conditions. . . . . . . . . . . . . . . . . . . . . . . 152

9.2. The transition levels (in eV above the VBM) of group III and group

V vacancies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

10.1.The transition levels (in eV above the VBM) of group III and group

V antisites. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

10.2.The formation energies of the group III and group V antisites (in

eV) for µe = Eg/2 under stoichiometric conditions (∆µ = 0).

The values in parenthesis correspond to the charge of the vacancy

under intrinsic conditions. . . . . . . . . . . . . . . . . . . . . . . 172

10.3.The difference in formation energiesEf (vacancy)−Ef (antisite) =

∆Ef (in eV) between the favourable vacancies and antisites for

each of the III-V compounds for µe = Eg/2 under stoichiometric

conditions (∆µ = 0). . . . . . . . . . . . . . . . . . . . . . . . . . 173

15



List of Figures

1.1. Electron mobilities of Ge, Si and III-V semiconductors. . . . . . . 25

1.2. Hole mobilities of Ge, Si and III-V semiconductors. . . . . . . . . 25

1.3. Simple point defects in a crystal structure comprised of X (larger

blue circles) and Y (smaller red circles) atoms. Here, a missing

X atom VX , a missing Y atom VY, X atom on a Y atom site XY

(known as an antisite defect) and a substitutional dopant atom

are shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

1.4. Possible transition levels within the band gap. An excited electron

in the conduction band drops to the valence band by releasing a

photon with an energy equal to the band gap of the material in di-

rect band gap materials (as shown here) or by releasing phonons

in the form of heat in indirect band gap materials. . . . . . . . . . 30

2.1. Jacob’s ladder depicting the hierarchy in xc treatment in various

functionals [3]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.2. (a) Total energy convergence with respect to cutoff energy for a

supercell containing 64 Ge atoms. (b) Total energy convergence

with respect to k-points. (c)-(e) Total energy convergence of typ-

ical Ge dopants, P, As and Sb respectively. . . . . . . . . . . . . . 39

2.3. The all electron potential and the pseudopotential. . . . . . . . . 41

2.4. A flow chart for a basic self-consistent iteration process. . . . . . 44

16



2.5. Periodic boundary conditions, showing interactions between de-

fects and their neighbouring images. . . . . . . . . . . . . . . . . 45

2.6. The defect distorts the potential relative to a perfect bulk crys-

tal. The potential alignment ∆Vpa restores the defective potential

relative to that of a pristine crystal. . . . . . . . . . . . . . . . . . 47

2.7. The energy barrier to proceed from reactants to products and vice

versa. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.8. The nudged elastic band method, showing forces parallel and per-

pendicular along the migration path [4]. . . . . . . . . . . . . . . 50

3.1. Diamond crystal structure, showing (a) the unit cell and (b) the

primitive cell. The zinc blende structure is shown in (c). . . . . . 54

3.2. The Brillouin zone of a FCC structure showing the high symmetry

points and the paths connecting them. Courtesy of [5] . . . . . . 56

3.3. Ge band structure calculated using different functionals. The GGA

severely underestimates the band gap as is shown in (a) in which

Ge is predicted to be a metal. On the other hand, (b) GGA+U and

(c) HSE06 can accurately reproduce the band structure. Bands

coloured in red represent the highest occupied valence band while

the blue coloured ones represent the empty conduction band min-

ima. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.4. Constituents of III-V semiconductors in their elemental state. Im-

ages courtesy of [6]. . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.5. Calculated band structures of III-V semiconductors using GGA. . 60

3.6. Calculated band structures of III-V semiconductors using HSE06. 61

4.1. A schematic of the band structure of Ge, showing the valence band

and the conduction band valleys. A non-radiative electron-hole

recombination due to the indirectness of the band gap results in

lattice vibrations manifested as phonons. . . . . . . . . . . . . . . 68

17



4.2. The change in band gaps, Eg
L, Eg

Γ and Eg
X with biaxial strain

parallel to the (001), (110) and (111) planes. . . . . . . . . . . . 74

4.3. The changes in the band structure of Ge when biaxial strain is

applied parallel to the (001) plane. . . . . . . . . . . . . . . . . . 75

4.4. The changes in the band structure of Ge when biaxial strain is

applied parallel to the (110) plane. . . . . . . . . . . . . . . . . . 76

4.5. The changes in the band structure of Ge when biaxial strain is

applied parallel to the (111) plane. . . . . . . . . . . . . . . . . . 77

4.6. The changes in the band structure of Ge when uniaxial strain is

applied along the [001] direction. . . . . . . . . . . . . . . . . . . 79

4.7. The change in band gaps, Eg
L, Eg

Γ and Eg
X with uniaxial strain

along the [001], [110] and [111] directions. . . . . . . . . . . . . 80

4.8. The changes in the band structure of Ge when uniaxial strain is

applied along the [110] direction. . . . . . . . . . . . . . . . . . . 81

4.9. The changes in the band structure of Ge when uniaxial strain is

applied along the [111] direction. . . . . . . . . . . . . . . . . . . 83

4.10.A schematic of (a) the tetrahedral bonding in Ge and (b) the or-

bitals making up these bonds. . . . . . . . . . . . . . . . . . . . . 84

5.1. An E-centre in which a dopant atom D (D=P, As or Sb) is coupled

to a nearest neighbour VGe. . . . . . . . . . . . . . . . . . . . . . 88

5.2. The positions of Ge, P, As and Sb in the periodic table. The atomic

numbers and electronegativities are shown in the upper left and

right corners respectively. . . . . . . . . . . . . . . . . . . . . . . 88

5.3. The formation energies of vacancies in Ge. . . . . . . . . . . . . . 92

5.4. The formation energies of PV q pairs in Ge for various charge

states as a function of the Fermi level. . . . . . . . . . . . . . . . 93

5.5. The formation energies of AsV q pairs in Ge for various charge

states as a function of the Fermi level. . . . . . . . . . . . . . . . 94

18



5.6. The formation energies of SbV q pairs in Ge for various charge

states as a function of the Fermi level. . . . . . . . . . . . . . . . 95

5.7. Migration barriers for the diffusion path of the E-centres in the

neutral charge state using the NEB technique. . . . . . . . . . . . 97

5.8. Migration barriers for the diffusion path of the E-centres in the

singly negatively charge state using the NEB technique. . . . . . . 98

5.9. The formation energies of the SnVGe pairs, as a function of the

Fermi level. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.10.Diffusion path of the SnVGe. On the top of the figure is the ring

mechanism of diffusion for the SnVGe pair projected onto the

(111) surface of Ge. . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.11.The activation energy’s dependence on the Fermi level. . . . . . . 102

6.1. Diffusion path of the PVGe pairs in the presence of Sn. On the top

of the figures is the ring mechanism of diffusion for the PVGe pair

in the presence of Sn, respectively, projected onto the (111) sur-

face of Ge. In configurations 0 and 4 the Sn atoms are surrounded

by two semi-vacant sites in what is known as the split-vacancy

configuration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.2. Diffusion path of the PVGe pairs in the presence of Hf. On the top

of the figures is the ring mechanism of diffusion for the PVGe pair

in the presence of Hf, respectively, projected onto the (111) sur-

face of Ge. In configurations 0 and 4 the Hf atoms are surrounded

by two semi-vacant sites in what is known as the split-vacancy

configuration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.3. Partial densities of states of (a) perfect Ge, (b) one Sn atom in Ge

and (c) one Hf atom in Ge calculated using GGA+U . . . . . . . . 110

6.4. Partial densities of states of (a) perfect Ge, (b) one Sn atom in Ge

and (c) one Hf atom in Ge calculated using HSE06 functional. . . 111

19



6.5. The charge density plots of configuration 0 (left) which shows

the Sn atom in the split-VGe configuration and configuration 1 for

(PSnVGe)
−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

6.6. The charge density plots of configuration 0 (left) which shows

the Sn atom in the split-VGe configuration and configuration 1 for

(PHfVGe)
−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

6.7. The nearest neighbours surrounding the P and Sn atoms in a

(PSnVGe)
−1. The number of nearest neighbours and their bond

lengths determines the stability of the cluster. . . . . . . . . . . . 113

6.8. The local environment showing the nearest neighbours species

surrounding the P and Hf atoms in a (PHfV )−1. . . . . . . . . . . 113

7.1. Schematic of the ring mechanism of diffusion. . . . . . . . . . . . 117

7.2. Diffusion path of PV −1
Ge pairs. . . . . . . . . . . . . . . . . . . . . 118

7.3. Diffusion path of PVGe pairs in the presence of a second P atom. . 119

7.4. Diffusion path of PVGe pairs in the presence of an Sb atom. . . . . 121

8.1. Formation energies of Pd-vacancy pairs in the formal vacancy (PdVGe)

and the split-vacancy (Pd-split-VGe) configuration. . . . . . . . . 125

8.2. Formation energies of substitutional and interstitial Pd defects. . 126

8.3. The densities of states of the defects most likely to form in ascend-

ing order of stability, with Pd-split-V −1
Ge being the least and Pd−1

Ge

the most stable. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

8.4. The migration barrier for a PdVGe following the ring mechanism

process of diffusion. . . . . . . . . . . . . . . . . . . . . . . . . . 129

8.5. The migration barrier for a direct interstitial process, Pdint 
 Pdint.130

8.6. The migration barrier for a dissociative mechanism (Frank-Turnbull

[7]), PdGe 
 Pdint + VGe. . . . . . . . . . . . . . . . . . . . . . . 130

8.7. The migration barrier for the kick-out mechanism, Pdint 
 PdGe+

Geint. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

20



9.1. Period III and V elements. . . . . . . . . . . . . . . . . . . . . . . 134

9.2. Formation energies of (a) Ga and (b) P vacancies in GaP using 64

atom and 216 atom supercells. The left panels are the uncorrected

energies while those on the right are the formation energies cor-

rected using the correction scheme due to Freysoldt et al. [8, 9].

Lines are guide to the eye. . . . . . . . . . . . . . . . . . . . . . . 138

9.3. Lowest energy vacancy formation energies for VqAl and VqP in AlP

assuming the most stable charge state (neutral or charged) as a

function of the Fermi level. . . . . . . . . . . . . . . . . . . . . . 140

9.4. Lowest energy vacancy formation energies for VqAl and VqAs in AlAs

assuming the most stable charge state (neutral or charged) as a

function of the Fermi level. . . . . . . . . . . . . . . . . . . . . . 141

9.5. Lowest energy vacancy formation energies for VqAl and VqSb in AlSb

assuming the most stable charge state (neutral or charged) as a

function of the Fermi level. . . . . . . . . . . . . . . . . . . . . . 142

9.6. Lowest energy vacancy formation energies for VqGa and VqP in GaP

assuming the most stable charge state (neutral or charged) as a

function of the Fermi level. . . . . . . . . . . . . . . . . . . . . . 144

9.7. Lowest energy vacancy formation energies for VqGa and VqAs in

GaAs assuming the most stable charge state (neutral or charged)

as a function of the Fermi level. . . . . . . . . . . . . . . . . . . . 145

9.8. Lowest energy vacancy formation energies for VqGa and VqSb in

GaSb assuming the most stable charge state (neutral or charged)

as a function of the Fermi level. . . . . . . . . . . . . . . . . . . . 146

9.9. Lowest energy vacancy formation energies for VqIn and VqP in InP

assuming the most stable charge state (neutral or charged) as a

function of the Fermi level. . . . . . . . . . . . . . . . . . . . . . 147

21



9.10.Lowest energy vacancy formation energies for VqIn and VqAs in InAs

assuming the most stable charge state (neutral or charged) as a

function of the Fermi level. . . . . . . . . . . . . . . . . . . . . . 149

9.11.Lowest energy vacancy formation energies for VqIn and VqSb in InSb

assuming the most stable charge state (neutral or charged) as a

function of the Fermi level. . . . . . . . . . . . . . . . . . . . . . 150

10.1.Lowest antisite formation energies for AlqP and PqAl in AlP assum-

ing the most stable charge state (neutral or charged) as a function

of the Fermi level. . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

10.2.Lowest antisite formation energies for AlqAs and AsqAl in AlAs as-

suming the most stable charge state (neutral or charged) as a

function of the Fermi level. . . . . . . . . . . . . . . . . . . . . . 159

10.3.Lowest antisite formation energies for AlqSb and SbqAl in AlSb as-

suming the most stable charge state (neutral or charged) as a

function of the Fermi level. . . . . . . . . . . . . . . . . . . . . . 160

10.4.Lowest antisite formation energies for GaqP and PqGa in GaP assum-

ing the most stable charge state (neutral or charged) as a function

of the Fermi level. . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

10.5.Lowest antisite formation energies for GaqAs and AsqGa in GaAs as-

suming the most stable charge state (neutral or charged) as a

function of the Fermi level. . . . . . . . . . . . . . . . . . . . . . 164

10.6.Lowest antisite formation energies for GaqSb and SbqGa in GaSb

assuming the most stable charge state (neutral or charged) as a

function of the Fermi level. . . . . . . . . . . . . . . . . . . . . . 166

10.7.Lowest antisite formation energies for InqP and PqIn in InP assuming

the most stable charge state (neutral or charged) as a function of

the Fermi level. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

22



10.8.Lowest antisite formation energies for InqAs and AsqIn in InAs as-

suming the most stable charge state (neutral or charged) as a

function of the Fermi level. . . . . . . . . . . . . . . . . . . . . . 168

10.9.Lowest antisite formation energies for InqSb and SbqIn in InSb as-

suming the most stable charge state (neutral or charged) as a

function of the Fermi level. . . . . . . . . . . . . . . . . . . . . . 169

11.1.Lowest energy vacancy and antisite-vacancy pair formation ener-

gies assuming the most stable charge state as a function of the

Fermi level for stoichiometric, Ga-rich and Sb-rich conditions for

GaSb. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

11.2.Lowest energy vacancy and antisite-vacancy pair formation ener-

gies assuming the most stable charge state as a function of the

Fermi level for stoichiometric, Ga-rich and As-rich conditions for

GaAs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

11.3.The migration energy barriers for (a) VAs → VGa + GaAs and (b)

VGa → VAs + AsGa transformation reactions in GaAs. On the top

of the figure is the initial and final state of the transformation re-

action. Cubes represent the vacant site, red spheres the As atoms

and purple spheres the Ga atoms. The reaction coordinates rep-

resent the distance between the images along the path of the dif-

fusing species. Numbers in the figures represent the charge state

of the respective defects. . . . . . . . . . . . . . . . . . . . . . . . 182

11.4.The migration energy barriers for (a) VSb → VGa + GaSb and (b)

VGa → VSb+SbGa transformation reactions in GaSb. On the top of

the figure is the initial and final state of the transformation reaction.183

23



1. Background

"If all scientific knowledge were to be destroyed, and only one

sentence passed on to the next generation of creatures, what

statement would contain the most information in the fewest words?

I believe it is the atomic hypothesis- that all things are made of

atoms. In that one sentence you will see an enormous amount of

information about the world, if just a little imagination and

thinking are applied."

— Richard Feynman, physicist

1.1. The Quest for High Electron Mobility

Semiconductors

E Lectronic devices form the pillars of our modern life. The operation of

these devices relies on the physical properties of semiconducting materials.

Silicon dominates the world of semiconductor devices, even though, the first

transistor was made out of germanium. The abundance of silicon in nature and

the existence of a stable silicon oxide which acts as a dielectric, made silicon an

obvious choice for electronic applications.
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Figure 1.1.: Electron mobilities of Ge, Si and III-V semiconductors.
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Figure 1.2.: Hole mobilities of Ge, Si and III-V semiconductors.

However, the ongoing progress in fabricating devices on smaller length scales

has given rise to many challenges to the suitability of silicon as an efficient and

reliable semiconductor. Quantum mechanical effects such as electron tunnelling

become important and may lead to a degradation of performance [10–12]. This

regenerated interest in high-κ dielectric materials, such as hafnium (IV) oxide

[13]. However, using silicon with a non-native oxide leads to a decrease in

channel carrier mobility [14]. Germanium on the other hand, has a higher low

field mobility than silicon and the availability of compatible non-native oxides

could substitute for the lack of stable germanium oxide. Another advantage

for the electronics industry is that germanium is compatible with some silicon
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manufacturing processes. Figs. 1.1 and 1.2 are the electron and hole mobilities

of Si, Ge and III-V semiconductors. Ge and indium antimonide (InSb) possess

the highest hole and electron mobilities respectively among the semiconductors

considered here, making them desirable options for many applications.

The physical properties of germanium as well as III-V semiconductors are less

well understood than silicon, as much of the early work concentrated on silicon

due to its dominance of the electronics technology. Theoretical modelling also

encountered several problems. The underestimation of the band gap in density

functional theory studies posed a serious problem in studying the properties of

electronically active impurities in germanium and other semiconductors.

1.2. Defects in Solids

Any deviation from an ideal crystal structure is considered a defect [15]. Several

types can occur in a crystal (See Fig. 1.3). A missing atom from a normally occu-

pied position leaves behind a vacancy. A foreign atom introduced (intentionally

as dopant or unintentionally as impurities) into the crystal lattice will also be ac-

commodated as a defect. If the additional atom sits on an unoccupied interstice,

then it is also known as an interstitial. Interstitial atoms of the same nature as

the elements making up the crystal are referred to as self-interstitials. If the for-

eign atom occupies the site of a host crystal atom then it forms a substitutional

defect. These defects are referred to collectively as point defects. Formation

of point defects is enhanced during crystal growth when subjected to elevated

temperatures, or if the crystal is exposed to radiation or treated with high en-

ergy particles. A process known as annealing, which involves heating the crystal

at moderate temperatures for extended periods of time is used to change the

composition of some of the point defects in the crystal. However, any form of

treatment will not completely eliminate the defects present, and a population of
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point defects will always remain.

XY

VY

Dopant

VX

Figure 1.3.: Simple point defects in a crystal structure comprised of X (larger
blue circles) and Y (smaller red circles) atoms. Here, a missing X
atom VX , a missing Y atom VY, X atom on a Y atom site XY (known
as an antisite defect) and a substitutional dopant atom are shown.

Impurities will break the order in which the atoms and electrons are shared in

the intrinsic semiconductor. Elements from group V have one extra electron

in their outer shell and are among those used to dope Si or Ge. Phosphorous

(P), Arsenic (As) and Antimony (Sb) can form substitutional defects by occupy-

ing the sites of a Si or Ge atoms. Theses substitutional atoms use four of their

electrons to form the normal sp3 bonds. Depending on the binding energy, the

fifth electron can be liberated from the atom and be made accessible to assist

in conduction by roaming through the crystal under the influence of an external

electric fields. Such atoms are called donors since they donate an extra electron

to the conduction band of the crystal. For instance P, As and Sb donor levels

in Ge are 12 meV, 13 meV and 10 meV below the conduction band [1]. This is

comparable to the thermal energy of ∼25 meV at room temperature. Similarly,

it is possible to use elements with fewer electrons in their outer shell relative to

silicon or germanium, for example the group III elements boron (B), aluminium

(Al) and gallium (Ga) which only have 3 electrons to share with the four neigh-

bouring crystal atoms. This deficiency of electrons can be interpreted as a hole
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which possesses a positive charge relative to its surrounding. These holes intro-

duced by the impurity atoms could be thermally activated and allowed to move

freely through the crystal. The doped crystal then conducts using these positive

holes and is called a p-type semiconductor [16].

At equilibrium, a very good approximation is that the law of electroneutrality

must be fulfilled:

[D•] + [h•] = [A′] + [e′] (1.1)

where [D•], [A′], [h•] and [e′] are the concentration of donors, acceptors, holes

and electrons respectively (the Kröger-Vink notation [17] is used here, in which

a "•" or a "′" denotes a positive or a negative effective charge respectively).

In a crystalline ionic compound, a vacancy defect of one type breaks the charge

neutrality of the crystal. The balance is restored by forming subsequent va-

cancies of the other types of the constituent atoms or other defects in order to

maintain charge neutrality. This equal number of defects guarantees an overall

charge neutrality of the crystal [18, 19]. There are two major types of defects

involving vacancies: Frenkel or Schottky disorder. In a Frenkel disorder [20],

an atom is dislodged from its normal lattice site creating a self-interstitial and

leaving behind a vacancy. Thus, for an anion Frenkel defect we can generally

write:

X×X → X ′int + V •X (1.2)

Although in some ionic oxides, it is not necessarily the case that the oxygen

interstitial and vacancy have opposite charges — although the oxygen vacancy

is typically a double donor, the oxygen interstitial is also potentially a donor

[21].

The formation enthalpy HFP for a Frenkel pair can be written as the sum of the
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interstitial and the vacancy formed:

HFP = HX′int
+HV •X

(1.3)

In a Schottky disorder equal amounts of vacancies of the various components

found in a crystal exist simultaneously at equilibrium:

M×M +X×X → V ′M + V •X + MX (1.4)

Assuming that these vacancies forming the Schottky pair are non-interacting we

can write the enthalpy of formation as:

HSP = HV ′M
+HV •X

(1.5)

The stoichiometry of a crystal is maintained when Frenkel or Schottky disorders

are created. Highly ionic systems favour Frenkel or Schottky disorder which is

a result of the favourable electrostatic interactions between these fully charged

defects [15, 19].

1.3. The Role of Defects

The quality of semiconducting materials in a device such as a transistor or a

photovoltaic device is governed by three parameters [22]. First, the doping level

of the base material should be low which demands high purity. Second, carriers

should possess high mobilities which requires perfect single crystals to reduce

scattering effects [23, 24], and finally these carriers must have long lifetimes

which is achieved by the two previous conditions.

Defects in a material determine many of its properties such as colour (due
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with an energy equal to the band gap of the material in direct band
gap materials (as shown here) or by releasing phonons in the form
of heat in indirect band gap materials.

to optical transitions), conductivity (doping or scattering centres), mechanical

strength (dislocations), etc.

In general, a system seeks to attain a minimum of free energy system given as

the Gibbs free energy G as:

G = H − TS (1.6)

whereH is the enthalpy comprising the internal energy U and a pressure-volume

term (PV ). T is the temperature of the system. S is the entropy and is due to

two contributions, vibrational Sv and configurational Sc entropy. The change in

the Gibbs free energy associated with the formation of a defect can be written as

[25]:

GfD,q = ∆E + F vib + P∆V ± µD (1.7)

where ∆E, F vib and ∆V are changes in the total energy, vibrational free en-

ergy and volume between the defected and perfect crystals and µD is the defect

chemical potential (see Sec. 5.2). For solids P∆V is negligibly small and is esti-

mated to be ∼ 1× 10−5 eV [26] which is much smaller than ∆E and therefore it
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is reasonable to ignore. In the work presented here, the vibrational free energy

(which also includes the zero point energy) is also neglected. It is noted how-

ever, that this term is significantly enhanced by temperature and is nonnegligible

at elevated temperatures [25, 27]. The remaining terms, ∆E and µD, are ob-

tained from total energy calculations employing density functional calculations

at 0 K.

In semiconductors, defects can exist as neutral or electrically charged species

depending on the Fermi level which in turn is dependent on the level of doping,

which leads to the creation of defect levels in the band gap. This is shown

schematically in Fig. 1.4. A level represents a transition from one charge state

to another. Throughout the thesis, these concepts will be used to calculate the

formation energies of defects as a function of the Fermi level which are then

used obtain the defect transition levels from one charge to the other.
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2. Methodology

"Shall I refuse my dinner because I do not fully understand the

process of digestion?"

— Oliver Heaviside, physicist

2.1. The Schrödinger Equation and the Hartree-Fock

Approach

T He ultimate properties of an electronic system might be obtained by solving

an innocuous looking equation of the form:

ĤΨ = EΨ (2.1)

where E is the energy of the system, Ψ is the wavefunction which is a com-

plex mathematical construct dependent on position and generally dependent on
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time. Finally Ĥ, known as the Hamiltonian operator, which is the sum of kinetic

operators K̂ due to the motion of electrons and nuclei and potential energy op-

erators V̂ arising from contributions due to electron-electron, nuclei-nuclei and

electron-nuclei interactions and is given as a sum below:

Ĥ = K̂electrons + K̂nuclei + V̂electron−electron

+ V̂nuclei−nuclei + V̂electron−nuclei

(2.2)

In full terms, assuming the Born-Oppenheimer approximation which neglects

the nuclear kinetic energy, this can be written as:

Ĥ = − ~2

2me

∑
∇2

ri +
1

2

∑ ZIe
2

|ri −RI |
+

1

2

∑ e2

|ri − rj |

+
1

2

∑ ZIZJe
2

|RI −RJ |

(2.3)

where the first term denotes the electron kinetic energy contribution, the sec-

ond and third terms represent the electron-nucleus and electron-electron inter-

actions. The problem is impossible to solve analytically for any system consisting

of more than few electrons. Hence, many early attempts were made to solve the

problem numerically with few assumptions to simplify the task.

The Hartree-Fock approach relies on the linear addition of atomic orbitals φµ(r)

to generate molecular orbitals, ψi(ri):

ψi(ri) =
∑
µ

cµiφµ(ri) (2.4)

where cµi are expansion coefficients. An ansatz for the N electron wavefunction

is a product of the individual molecular orbitals:

Ψ({ri}) =
∏
i

ψi(ri) (2.5)

Electrons are fermions obeying the Pauli exclusion principle, their wavefunctions
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must be antisymmetric upon exchange of two electrons. This is guaranteed by

using a Slater determinant for N electrons system of the form [28]:

ΨHF(r1, r2, . . . , rN ) =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣

ψ1(r1) ψ2(r1) · · · ψN (r1)

ψ1(r2) ψ2(r2) · · · ψN (r2)

...
...

. . .
...

ψ1(rN ) ψ2(rN ) · · · ψN (rN )

∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.6)

The classical description of a force acting on a system, in this case a nucleus I, is

expressed as:

FI = − ∂E

∂RI
(2.7)

The energy is obtained from the expectation value of the Hamiltonian as:

E = 〈Ψ|Ĥ|Ψ〉 (2.8)

which can then be used to calculate the forces on a quantum mechanical system

according to the Hellman-Feynmann theorem [29, 30]:

FI = −

〈
Ψ

∣∣∣∣∣ ∂Ĥ∂RI
∣∣∣∣∣Ψ
〉
−
〈
∂Ψ

∂RI

∣∣∣Ĥ∣∣∣Ψ〉−〈Ψ
∣∣∣Ĥ∣∣∣ ∂Ψ

∂RI

〉
(2.9)

where the last two terms in Eq. 2.9 disappear due to the stationarity of the total

energy with respect to variations of the wavefunctions [31].

2.2. Density Functional Theory

The major problem in solving the many-electron problem lies in the description

of electron-electron interactions. A practical solution to the problem is to replace

this explicit term with an effective potential term, Veff .

The aim of density functional theory (DFT) is to transform the problem of finding
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the wavefunction of a system consisting ofN interacting electrons into a problem

of determining the electronic density with an appropriate one-electron potential

which includes the exchange-correlation (xc) energy (while the exchange term

is adequately defined in the HF approach, correlation effects are absent) as well

as the electron-electron and electron-nucleus Coulomb interactions. Knowledge

of this one-electron potential can allow the determination of both the energy of

the system and the crystal structure which corresponds to the configuration that

minimizes the energy of the system.

DFT is based on two theorems that were formulated in 1964 by Hohenberg and

Kohn [32] which can be summarized as follows:

(a) There is a mapping between the external potential Vext(r) and the ground

state particle density n0(r). This implies that the electron density, which is

a function of the spatial coordinates, is sufficient to describe any physical

quantity of an interacting electron gas, in particular the total energy of the

system E[n].

(b) There exists a density functional such that E[n] reaches its minimum at the

true density n(r).

The total energy functional is expressed as [28]:

EHK[n] = T [n] + Eint[n] +

∫
Vext(r)n(r)d3r + EII (2.10)

where T [n] is the internal kinetic energy and EII represents the nuclei interac-

tion energy.

While the theorems above prove the existence of a functional sufficient to de-

scribe the ground state properties of a system, an analytical form was (and still

is) unknown.
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Kohn and Sham proposed replacing the original many-body problem by an aux-

iliary independent particle problem [33] with the assumption that the ground

state density of the interacting system is the same as the non-interacting system.

The assumption is guaranteed when this system of non-interacting particles ex-

periences an effective potential Veff .

2.2.1. Exchange and Correlation

The electron-electron interactions are accounted for by the exchange-correlation

functional Exc[n(r)]. No analytical form of this functional exists and computa-

tions rely on approximations, most commonly the local density and generalized

gradient density approximations (LDA and GGA respectively).

The LDA expresses the potential at a given site of an electron as a function of the

electron density at that site, and is defined as [34]:

ELDA
xc [n(r)] =

∫
n(r)εLDA

xc (n(r))dr (2.11)

where εLDA
xc (n(r)) is the exchange-correlation energy per electron in a uniform

electron gas of density n.
Chemical accuracy

EXX with partial exact correlation

EXX with correlation

meta-GGA

GGA

LDA

Hartree world

ψi(r)(empty)

ψr(r)(occupied)

∇2n(r), τ(r)

∇(r)

n(r)

Figure 2.1.: Jacob’s ladder depicting the hierarchy in xc treatment in various
functionals [3].

The above simple treatment assumes that the electron density is homogeneous,

36



which in real materials, is not the case. An improvement would be to account for

the local gradients of the electron density which is the essence of the generalized

gradient approximation. Here the xc energy density is a function of the local

density and its gradient:

EGGA
xc =

∫
n(r)εGGA

xc (n(r),∇n(r))dr (2.12)

GGA exists in different flavours. Each is constructed based on certain approx-

imations that are based on both theoretical methods that consider sum rules,

long-range decay, etc., and by empirical fitting of parameters in such a way to

produce experimental results. Some common flavours include Perdew-Becke

(PB), Perdew-Wang 1986 [35] and 1991 [36] (PW86 and PW91 respectively),

Perdew-Beck-Ernzerhof (PBE) [37], etc.

It is well known that the lack of an exact exchange leads to an inaccurate de-

scription of the electronic structure of the materials under investigation. Many

schemes were put forward to correct for this. These are reflected in the rungs of

Fig. 2.1 known as Jacob’s ladder [3].

2.2.2. Bloch’s Theorem and the Basis Set

In order to solve the Schrödinger equations computationally it is customary

to transform the equations into a linear eigenvalue problem by expanding the

Kohn-Sham wavefunctions using a basis set. Due to the periodicity of the crys-

talline structures one can make use of the periodic boundary conditions and use

plane waves as the basis set. According to Bloch’s theorem, a molecular orbital

with Bloch wavevector k in the first Brillouin zone can then be written in the

form:

ψn,k(r) =
∑
G

cn,k+Ge
i(k+G).r (2.13)
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where the summation is over all reciprocal lattice vectors G. However, the above

summation is truncated by choosing a cut off energy, Ecut and for each k only

include lattice vectors such that
∣∣∣∣(k + G)2

2

∣∣∣∣ < Ecut.

However, for rapidly varying functions, plane-wave expansions converge very

slowly. This is the case close to the nucleus where the electronic wavefunctions

oscillate rapidly. These electrons are not normally involved in chemical reac-

tions, therefore the potential at the nucleus is replaced by a pseudopotential,

which includes the combined potential of the nucleus and the core electrons

(Sec. 2.2.4).

Integrations in the Brillouin zone are performed using the Monkhorst-Pack scheme

[38] in which an n× n× n mesh is used to sample the reciprocal unit cell. The

symmetry then reduces the number of k-points into a set of points in the irre-

ducible wedge of the Brillouin zone. To determine a suitable cutoff energy and a

Brillouin zone sampling grid, convergence tests were performed. Fig. 2.2 shows

that for Ge in a 64 atom supercell a cutoff energy (which is independent of the

cell size) of ∼ 380 eV is sufficient to converge the total energy to within 2 meV.

Similarly a 3 × 3 × 3 k-point grid was adequate to achieve the same order of

convergence.

2.2.3. DFT+U and Hybrid Functionals

One major shortcoming of DFT calculations is the well known band gap problem.

The calculated band gaps are much smaller than those calculated from experi-

ments. This is due to electron self interactions and the lack of derivative of

the exchange-correlation potential with respect to the occupation number. This

leads to an obvious problem, which is determining the accurate defect transi-

tion levels within the band gap. Another problem might be the effect of band

gap underestimation on the calculated defect formation energies. Some of these
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Figure 2.2.: (a) Total energy convergence with respect to cutoff energy for a su-
percell containing 64 Ge atoms. (b) Total energy convergence with
respect to k-points. (c)-(e) Total energy convergence of typical Ge
dopants, P, As and Sb respectively.

problems might be partially eliminated when using total energy differences to

calculate the defect ionization levels, however false electronic occupations near

the conduction band edge will still remain a problem. The band gap problem re-

mains fairly insensitive to the choice of LDA or GGA functionals. For example, Ge

is predicted to have no band gap, whereas the experimental band gap is 0.74 eV,

similarly Si is predicted to have a gap of 0.61 eV whereas the experimental band

gap is 1.16 eV [39].

The LDA/GGA+U approach was introduced to treat systems with partially oc-

cupied bands originating from localized d or f states [40]. The main step in

this approach is to divide the electrons into two subsystems: localized d or f

electrons with strong Coulomb interactions which are taken into account using

a model Hamiltonian (through an on-site Hubbard like U) and delocalised s and
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p electrons which could be described using an orbital independent one electron

potential [41]. For example, zinc oxide’s (ZnO) band gap could be improved

by using the LDA+U approach, where the U term lowers the energy of the Zn

semi-core states and reduces the repulsion with the O p states. This causes the

valence band maximum (VBM) to become lower in energy. The on-site U can

also shift the conduction band minimum (CBM) to higher energies. This widen-

ing of the band edges automatically leads to a larger band gap. One should be

aware that this artificial method of correcting for the band gap does not provide

a solution for the physical problem that lies behind the band gap underestima-

tion i.e. the absence of the derivative discontinuity. The method could not be

expected to completely adjust the band gap to fit the measured experimental

values, as in many cases fitting the band gap would lead to unphysically large

values of U .

The other approach introduces what is known as hybrid functionals. In these

functionals, a portion of the Hartree-Fock non-local exchange Ex is mixed with

the exchange term taken from standard PBE (EPBE
x ). This is used to generate

the unscreened PBE0 functional:

EPBE0
xc = αEx + (1− α)EPBE

x + EPBE
c (2.14)

Usually, α varies between 0 and 1 but previous work by Perdew et al. [42] has

suggested a value of α = 0.25 as derived from perturbation theory. Due to the

non-local nature of the functional above, the convergence as a function of cutoff

energy can be very slow when using a plane-wave basis set. To alleviate this

problem, Heyd-Scuseria-Ernzerhof [43, 44] suggested separating the exchange

term into short and long range terms and truncating the slow decaying long

range term leading to a screened functional:

EHSE06
xc = αEsr

x (µ) + (1− α)EPBE,sr
x (µ) + EPBE,lr

x (µ) + EPBE
c (2.15)
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µ is the screening parameter, it is used to partition the short and long range using

complementary error and error functions (erfc and erf respectively) according to

[45]:
1

r
= sr(r) + lr(r) =

erfc(µr)

r
+

erf(µr)

r
(2.16)

An optimum value for µ was found empirically to be 0.207 Å−1 [43, 44, 46].

Setting µ = 0 restores the PBE0 functional while for µ → ∞, HSE06 is reduced

to PBE.

2.2.4. Pseudopotentials

Core electrons that are tightly bound to the nucleus play a less important role

in chemical reactions and bonding [47, 48]. The speed of a numerical DFT

calculation is to a large extent dependent on the number of electrons in a system

and scales as O(N3). It is therefore, highly desirable to reduce the number of

electrons treated explicitly.
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Figure 2.3.: The all electron potential and the pseudopotential.

Another complication is that due to orthogonality restrictions between the core

states, the wavefunction oscillates rapidly closer to the nucleus requiring a finer

numerical mesh or, in this case, a larger basis set to capture these oscillations

accurately, implying more plane waves which is manifested in an increased com-

putational cost.
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This prompted the idea of using a pseuodopotential to replace the potential of

these core electrons by a smooth and piecewise continuous function that ex-

tends from the nucleus up to a certain cut-off radius, beyond which the valence

electrons are taken into account explicitly. Three types of pseudopotenital ex-

ist:

(a) Norm-conserving

(b) Ultrasoft

(c) Projector augmented-wave method

2.2.4.1. Norm-Conserving Pseudopotential

Norm-conserving pseudopotentials ensure that the integrals over the core region

of the pseudo and all-electron charge densities are the same [49–51]. This is

summarized by equation 2.17 below:

∫ rc

0
|ψPP(r)|2d3r =

∫ rc

0
|ψAE(r)|2d3r (2.17)

Norm-conserving pseudopotentials boosted the reliability, accuracy and trans-

ferability of pseudopotentials. The major drawback comes from the hardness of

these pseudopotentials as they require a short core radius which then requires

a larger number of plane waves, putting a demand on the computational effi-

ciency.

2.2.4.2. Ultrasoft Pseudopotentials

Ultrasoft pseudopotentials relax the norm-conserving criteria hence softening

the pseudopotential [52]. This soft and smooth wavefunction can be expanded

using fewer plane-waves, i.e. smaller cutoff energy. One drawback is that the
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construction of the pseudopotential requires many parameters and several cut-

off radii and hence requires careful testing in order to guarantee transferability

between systems of interest [53].

2.2.4.3. Projector Augmented-Wave Method

The projector augmented-wave (PAW) method was first proposed by Blöchl [54]

and implemented by Kresse and Joubert [55]. The method relies on the trans-

formation of all-electron wavefunctions onto auxiliary wavefunctions which are

then easily expanded in terms of plane waves. Here a smooth wavefunction ψ̃ is

created. A transformation relation T relates ψ̃ to ψAE via:

|ψAE〉 = T |ψ̃〉 (2.18)

By means of a linear transformation [54] one can express ψAE as:

|ψAE〉 = |ψ̃〉+
∑
i

(|φ〉 − |φ̃〉) 〈p̃|ψ̃〉 (2.19)

where φ are the AE partial waves obtained from a reference atom, ψ̃ are the

corresponding pseudopotential waves which are equivalent to φ beyond the core

radius and are continuous at r = rc. p̃ are the projector functions and are given

by:

〈p̃|φ̃〉 = δij (2.20)

This generally puts the PAW potential at the same level of accuracy as the AE

potentials. PAW generates charge densities of valence orbitals that are not oth-

erwise obtainable using norm-conserving or ultrasoft pseudopotentials. As such

PAW have been used successfully with a usage spreading widely in the field of

computational materials science.
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Initial guess, ρ(r)

Calcualte effective potential

Veff (r) = V (r) +
∫ ρ(r′)

| r− r′ |
dr′ + VXC[ρ(r)]

Solve the Kohn-Sham equations:

[−
~2

2me
+ Veff ]ψi = Eψi

Evaluate the electron density and total energies:
ρ(r) =

∑
i | ψi(r) |2→ Etot[ρ(r)]

Converged?

Stop

Update model

No

Yes

Figure 2.4.: A flow chart for a basic self-consistent iteration process.

2.2.5. Practical DFT Method

A typical DFT code will follow a simplistic path as shown in Fig. 2.4. An initial

charge density is guessed based upon an initial structure that is fed into the code.

That generates an effective potential which is used to solve the one particle Kohn-

Sham equations whose wavefunctions are used in turn to generate a new charge

density. The process is repeated iteratively until the new density gives an energy

that is consistent with the old density. Once this self-consistency is achieved

forces on the atoms can be calculated by invoking the the Hellman-Feynmann

equations (Eq. 2.9). The geometry is optimised until these forces are minimum.

In most simulations performed here (unless otherwise stated) the tolerances on

the electronic self consistency iterations were set to 1×10−5 eV and 1×10−2 eV/Å

or lower for forces acting on atoms.
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2.3. Supercells and Boundary Conditions

The two most common approaches to study defects are the cluster approach and

the supercell approach. The former attempts to model a defect surrounded by

the host atoms. Convergence tests should be carried out to guarantee that the

cluster’s size is representative of the real physical system under investigation

[56]. Once this is found it is necessary to terminate or passivate the surface of

the cluster to eliminate any dangling bonds. This is usually achieved by attaching

hydrogen atoms to the surface.

↑
∞

∞
↓

→ ∞←∞

host lattice

defect

Figure 2.5.: Periodic boundary conditions, showing interactions between defects
and their neighbouring images.

The supercell approach on the other hand consists of a repetition of unit cells

into one larger supercell. The supercell (and the defect it might contain) is then

repeated infinitely in space (see Fig. 2.5) taking full advantage of the Bloch’s the-

orem (2.2.2). For a defective supercell, convergence tests should also be carried

out to use a supercell large enough that is relatively immune to the defect-defect

interactions as well as to remain computationally tractable.
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In this thesis, the supercell approach is adopted as this provides a good descrip-

tion of the electronic structure of the host and defective systems. In addition the

cluster approach suffers from considerable quantum confinement effects which

are strongly dependent on the size of the cluster [57], exerting great restraints

on the ability to compare directly to bulk materials.

2.4. Charged Defects Interactions

2.4.1. Finite Size Corrections

The effects of using supercells and their image repetitions in 3D are fairly well

understood in terms of the consequent spurious interactions [58]. Nevertheless,

the case is complicated by the introduction of charged defects since this results

in both elastic and electrostatic interactions between the periodic defective cells.

To account for the latter, different schemes were introduced to eliminate these

unrealistic interactions as will be discussed in the following sections.

2.4.2. Compensating Background Jellium

When dealing with charged defects a compensating background (jellium) charge

is assumed [59]. This due to the fact that the energy of an array of like-charge

images is divergent.

2.4.3. The Makov-Payne Correction

One of the first successful attempts to effectively correct for charged defect-

defect interactions was the Makov-Payne correction scheme [60] which builds

on an earlier approach by Leslie and Gillian [59] which takes into account the
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screening introduced by the lattice characterised by the Madelung constant (αM)

and the dielectric constant (ε) on a localized charge q. Makov and Payne ex-

tended this approach by including a third order term accounting for the inter-

action of the delocalized part of the defect-induced charge with the screened

point-charge potential of the images [61] providing a more complete descrip-

tion given by:

E(L) = E(L∞)− αMq
2

2εL
− 2πqQ

3εL3
(2.21)

where L is the defect-defect separation and Q is the quadrupole moment of the

defect charge,
∫
V ρe(r)r2d3r.

2.4.4. Potential Alignment

defect

bulk

∆VpaVD VH

Figure 2.6.: The defect distorts the potential relative to a perfect bulk crystal.
The potential alignment ∆Vpa restores the defective potential rela-
tive to that of a pristine crystal.

Also, the introduction of a defect distorts the electrostatic potential relative to the

perfect host (Fig. 2.6) which shifts the valence band maximum which is used as

a reference energy for the electron reservoir. This calls for a potential alignment,

∆Vpa, between the electrostatic potentials of the defective and perfect (refer-

ence) cells. The potential alignment is obtained from the average electrostatic
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potentials of the host and the defective cell as [61]:

∆V = (V α
D − V α

H ) (2.22)

In which case, the average electrostatic potential at a position in the defect con-

taining supercell far away from the defect site is chosen. This is done in order

to exclude the immediate neighbours of the defect as their atomic potentials is

normally affected by chemical interactions with the defect.

2.4.5. The Freysoldt et al. Scheme

Recently, Freysoldt et al. [8, 9] described a more rigorous and practical approach

to this problem. It involves calculating the interaction energies between the peri-

odic repetitions and also the interaction energy of the compensating background

with the defect potential, to give a screened lattice energy, Elattq . The defect

potential can be deconvoluted into a long-range and a short-range potential, for

which the latter decays to zero far away from the defect (see Ref. [8]), leading

to a correction term:

Ecorr = Elattq − q∆Vq/0 (2.23)

where ∆Vq/0 is the alignment term between the perfect reference cell and the de-

fective cell. The connection between this scheme and the Makov-Payne method

[60] was established by Komsa et al [58]. This scheme is robust and practical as

it only involves knowing the electrostatic potentials for the perfect and defective

cells, which are obtained in a fully ab initio manner without reliance on external

parameters and without the need for carrying out several supercell calculations

as is necessary with other methods [62].
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2.5. Nudged Elastic Band

saddle point

Reaction Coordinate

En
er

gy

products

energy barrier to proceed from
products to reactants

energy barrier to
proceed from
reactants to
products

reactants

Figure 2.7.: The energy barrier to proceed from reactants to products and vice
versa.

An important problem in understanding the evolution of defects in solid systems

from one state or configuration to the other is the identification of minimum

energy paths (MEP) on the potential energy surface (PES). The rate of chemical

reactions and diffusion events are all, in part, determined by the energy barrier

between the reactants and the products.

The maximum along the MEP corresponds to a saddle point which reflects the

migration energy of the process under investigation. Locating saddle points can

be complicated due to the complexity of PES.

Several methods have been proposed and implemented to calculate the MEP

such as the drag method [63], the dimer method [63] or the chain-of-states

method [64]. The most successful of these approaches is the Nudged Elastic

Band (NEB) method.

In a NEB calculation, one starts from a string of replicas (images) denoted as

[R0,R1,R2, ...,RN] that are a linear interpolation of the reactants and prod-

ucts. Each image is then relaxed towards the MEP. To prevent the images from
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Figure 2.8.: The nudged elastic band method, showing forces parallel and per-
pendicular along the migration path [4].

returning to the end points, they are connected by fictitious springs with spring

constant κ. The force acting on each image (see Fig. 2.8) is the sum of the

component of the spring force tangent to the elastic band and the component of

the true force perpendicular to the elastic band. The perpendicular component

of the spring force and the parallel component of the true force are not used:

FNEB
i = FS

i |‖ + FT
i |⊥ (2.24)

Henkelman and Jónsson [63, 65] proposed a simple scheme to estimate the

tangent given by:

τ i =

 τ+
i if Ei+1 > Ei > Ei−1

τ−i if Ei+1 < Ei < Ei−1

(2.25)

where τ+
i = Ri+1−Ri and τ−i = Ri−Ri−1. When an image is at an extremum

τ i is then expressed as:

τ i =

 τ+
i ∆Emax

i + τ−i ∆Emin
i if Ei+1 > Ei−1

τ+
i ∆Emin

i + τ−i ∆Emax
i if Ei+1 < Ei−1

(2.26)
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where:

∆Emax
i = max(|Ei+1 − Ei|, |Ei−1 − Ei|) (2.27)

and:

∆Emin
i = min(|Ei+1 − Ei|, |Ei−1 − Ei|) (2.28)

The tangents must be normalized by τ̂ i = τ i/|τ i|.

The parallel component of the spring force, FS
i |‖, in Eq. 2.24 can be expressed

as:

FS
i |‖ = κ(|Ri+1 −Ri| − |Ri −Ri−1|)τ̂ i (2.29)

and the perpendicular component of the true force, FT
i |⊥, is given by:

FT
i |⊥ = −∇E(Ri) +∇E(Ri).τ̂ iτ̂ i (2.30)

To achieve the real saddle point along the MEP, the image with the highest en-

ergy is made to move uphill by lifting the spring force and allowing the image to

experience an inverted parallel component of the true force (FT
i |‖):

Fclimb
imax = FT

i |⊥ − FT
i |‖ (2.31)

This modification is know as the climbing image-NEB (CI-NEB) [4, 65].
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Part I.

Perfect Lattice Properties of

Germanium and III-V

Semiconductors
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3. Germanium and III-V: Perfect Lattice

Properties

3.1. Introduction

I N this chapter, the perfect crystal properties of the semiconductors covered

in this thesis i.e. Ge and III-V semiconductors will be studied.

Ge and III-V semiconductors exhibits the diamond or the zinc blende structure

respectively with space groups Fd3̄m or F4̄3m. The two structures are very sim-

ilar, both are made up of two interpenetrating face centred cubic lattices (FCC).

In the case of Ge, a primitive cell consists of 2 Ge atoms located at (0, 0, 0) and

a0(
1

4
,
1

4
,
1

4
) (see Fig. 3.1). The lattice vectors are given by:

a1 =
a0

2


0

1

1

 , a2 =
a0

2


1

0

1

 , and a3 =
a0

2


1

1

0

 (3.1)
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(a)
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Figure 3.1.: Diamond crystal structure, showing (a) the unit cell and (b) the
primitive cell. The zinc blende structure is shown in (c).

Binary III-V semiconductors have the same structure and lattice vectors however,

the basis is made up from two different atoms, one group III and one group V

atom in each case.

The reciprocal lattice vectors are related to their real space counterparts via:

b1 =
2πa2 × a3

a1.(a2 × a3)
, b2 =

2πa3 × a1

a1.(a2 × a3)
, b3 =

2πa1 × a2

a1.(a2 × a3)
(3.2)

The primitive reciprocal space cell (i.e. the first Brillouin zone) of a FCC struc-

ture with the most important high symmetry points is shown in Fig. 3.2. The

coordinates of these points are listed in Table 3.1.

3.2. Ge: Perfect Lattice Properties

Ge proved to be difficult to model in the standard framework of DFT as the band

gap is closed and thus it is predicted to be a metal. This difficulty arises, as has
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Table 3.1.: High symmetry points and their coordinates in reciprocal and Carte-
sian coordinates.

Point Reciprocal coordinates

(units of b1,b2,b3)

Cartesian coordinates

(units of
2π

a
)

Γ 0 0 0 0 0 0

X
1

2
0

1

2
0 1 0

W
1

2

1

4

3

4

1

2
1 0

L
1

2

1

2

1

2

1

2

1

2

1

2

been discussed in Chapter 2, from the inadequate description of the exchange

functional in LDA or GGA.

The band structure obtained from such calculations is shown in Fig. 3.3(a). The

top of the valence band is composed of p-orbitals which are incorrectly raised

in energy when described by LDA or GGA alone causing the already small band

gap to dramatically shrink or be closed altogether. To correct this, schemes have

been devised in which an energy term U has been added into the description of

the electronic structure to account for this deficiency.

A correct band structure is important in order to describe defect levels and

charge transitions across the band gap. To correct the band gap a range of values

for U and J were tested and applied to the p-orbitals. Here, U and J specify the

effective on-site Coulomb and exchange interaction parameters as described by

Dudarev et al. [66] and implemented in VASP. It was found that a setting of

U = 0 and J = 3.33 eV gives an indirect band gap of 0.74 eV which is in exact

agreement with experimental data. This is shown in Fig. 3.3(b).

Recently, a family of hybrid functionals due to Heyd, Scuseria and Ernzerhof

(HSE06) [43, 44] have been demonstrated and shown to accurately reproduce

the electronic structure and the lattice properties for a range of semiconduc-
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Figure 3.2.: The Brillouin zone of a FCC structure showing the high symmetry
points and the paths connecting them. Courtesy of [5]

Table 3.2.: The band gap and lattice parameter of Ge calculated using the GGA,
GGA+U and HSE06 functionals compared to experimental data.

GGA GGA+U HSE06 Exp

Band gap (eV) 0 0.74 0.75 0.74 [70]

Lattice parameter (Å) 5.78 5.60 5.71 5.66 [71]

tors [67–69]. The effect this has on the electronic structure of Ge is shown in

Fig. 3.3(c). Here, the indirect band gap is reproduced with a gap of 0.75 eV

which is in excellent agreement with the experimental band gap at 0 K.

With the GGA functional, the lattice parameter is calculated to be 5.78 Å which

is 2.22% higher than the experimental value calculated by Singh which is 5.66 Å

when extrapolated to 0 K [71]. This overestimation in lattice parameters is

typical of GGA functionals. The GGA+U approach gives a lattice parameter of

5.60 Å which is 1.03 % smaller than the experimental value. This reduction

in the lattice parameter can be attributed to a higher degree of binding in Ge

introduced by the U correction. HSE06 reproduces a lattice parameter of 5.71 Å

which is 0.97 % higher than the experimental value. The band gaps and lattice

parameters for the different functionals are summarised in Table 3.2. In Chapter

56



L Γ X
-6

-4

-2

0

2

4

6

E
n
er

g
y
 (

eV
)

(a) GGA

L Γ X
-6

-4

-2

0

2

4

6

E
n
er

g
y
 (

eV
)

(b) GGA+U

L Γ X
-6

-4

-2

0

2

4

6

E
n
er

g
y
 (

eV
)

(c) HSE06

Figure 3.3.: Ge band structure calculated using different functionals. The GGA
severely underestimates the band gap as is shown in (a) in which Ge
is predicted to be a metal. On the other hand, (b) GGA+U and (c)
HSE06 can accurately reproduce the band structure. Bands coloured
in red represent the highest occupied valence band while the blue
coloured ones represent the empty conduction band minima.

6 we compare GGA, GGA+U and HSE06 and show that GGA+U and HSE06

exhibit an agreement in terms of the densities of states and binding energies of

the studied defects in Ge.

3.3. III-V: Perfect Lattice Properties

The III-V family of semiconductors is made from the six elements shown in Figs.

3.4(a)-3.4(f). These binary compound semiconductors are usually fabricated

using techniques such as metal organic chemical vapour deposition (MOCVD)

[72–74], molecular beam epitaxy (MBE) [75, 76] or atomic layer deposition

(ALD) [77]. These techniques can be extended to fabricate ternary and quater-

nary III-V compounds.

The electronic structure description of these semiconductors suffers when stud-

ied using local or semi-local functionals. This did not stop years of research to
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Figure 3.4.: Constituents of III-V semiconductors in their elemental state. Im-
ages courtesy of [6].

be carried out on these materials using standard DFT producing many impor-

tant and ground breaking results [78]. In the coming sections results regarding

electronic, lattice, elastic and thermodynamic properties of these semiconduc-

tors using GGA and HSE06 will be presented and compared to experimental

findings.

3.3.1. Electronic Properties

The calculated band gaps using GGA and HSE06 are shown in Fig. 3.5 and 3.6

respectively. The first four compounds are correctly reproduced to be indirect

band gap materials as has been proven experimentally. AlP and AlAs have their

conduction band minimum valley at the high symmetry point X in the Brillouin
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zone, whereas, in AlSb and GaP this occurs at L. All other materials are predicted

to have direct band gaps. Severe underestimation is observed for GaAs, InAs and

InSb with GGA. On the other hand, HSE06 with the default 25% Hartree-Fock

exchange mixing overestimates the band gaps in several cases such as AlP and

AlAs. It is therefore customary to adjust the mixing parameter to fit the desired

band gap. These values along with the experimental ones are given in Table

3.3.

Table 3.3.: The band gaps of III-V semiconductors calculated using PBE and
HSE06 compared to experimental values [1]. Values in bold indicate
an indirect band gap.

Band gap (eV)

System PBE HSE06 Exp

AlP 1.63 3.80 2.51

AlAs 1.50 2.64 2.30

AlSb 1.23 1.73 1.70

GaP 1.51 2.41 2.40

GaAs 0.05 1.35 1.53

GaSb 0.20 0.75 0.78

InP 0.41 1.47 1.41

InAs · · · 0.41 0.43

InSb · · · 0.31 0.23

The dielectric constants were calculated using density functional perturbation

theory (DFPT) [79, 80] as implemented in VASP. In general there is a good

agreement between the GGA and the HSE06 results on one side and the experi-

mental data on the other.

To follow any trends in the properties of III-V semiconductors, the compounds

are divided them into three families:

(a) Aluminium-V compounds

(b) Gallium-V compounds
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Figure 3.5.: Calculated band structures of III-V semiconductors using GGA.

60



L Γ X
-6

-4

-2

0

2

4

6

E
n
er

g
y
 (

eV
)

(a) AlP

L Γ X
-6

-4

-2

0

2

4

6

E
n
er

g
y
 (

eV
)

(b) AlAs

L Γ X
-6

-4

-2

0

2

4

6

E
n
er

g
y
 (

eV
)

(c) AlSb

L Γ X
-6

-4

-2

0

2

4

6

E
n
er

g
y
 (

eV
)

(d) GaP

L Γ X
-6

-4

-2

0

2

4

6

E
n
er

g
y
 (

eV
)

(e) GaAs

L Γ X
-6

-4

-2

0

2

4

6

E
n
er

g
y
 (

eV
)

(f) GaSb

L Γ X
-6

-4

-2

0

2

4

6

E
n
er

g
y
 (

eV
)

(g) InP

L Γ X
-6

-4

-2

0

2

4

6

E
n
er

g
y
 (

eV
)

(h) InAs

L Γ X
-6

-4

-2

0

2

4

6

E
n
er

g
y
 (

eV
)

(i) InSb

Figure 3.6.: Calculated band structures of III-V semiconductors using HSE06.
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(c) Indium-V compounds

This way of categorising these compounds will be used extensively when study-

ing the formation of vacancies and antisites in them in Chapters 9 and 10.

Table 3.4.: The static dielectric constants of III-V semiconductors calculated us-
ing PBE and HSE06 compared to experimental values [1].

Dielectric constant

System PBE HSE06 Exp

AlP 7.69 8.84 9.80

AlAs 9.08 9.01 · · ·
AlSb 12.68 12.75 11.21

GaP 9.70 10.32 10.75

GaAs 14.02 13.22 12.90

GaSb 16.95 16.81 15.70

InP 10.82 10.94 12.61

InAs 15.75 15.61 15.15

InSb 18.74 18.91 17.88

The trend observed in the dielectric constants, both from a computational and

experimental points of view, is that the dielectrics increase across any given fam-

ily. An interesting point to note is that GGA and HSE06 tend to overestimate the

dielectric constants except for the phosphides (AlP, GaP and InP) whose values

are always underestimated.

3.3.2. Lattice Properties

The lattice parameters are shown in Table 3.5. As was mentioned earlier, it is

typical for PBE functionals to overestimate lattice parameters. Overall, HSE06

performs better than PBE in reproducing lattice parameters that are in better

agreement with experimental values.
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Table 3.5.: The lattice parameters of III-V semiconductors calculated using PBE
and HSE06 compared to experimental values [1].

Lattice parameters (Å)

System PBE HSE06 Exp

AlP 5.51 5.49 5.46

AlAs 5.73 5.71 5.66

AlSb 6.23 6.20 6.14

GaP 5.53 5.49 5.45

GaAs 5.76 5.71 5.65

GaSb 6.22 6.18 6.10

InP 6.00 5.91 5.86

InAs 6.21 6.12 6.05

InSb 6.65 6.56 6.47

3.3.3. Elastic Properties

The zinc blende structure exhibited by III-V semiconductors has three indepen-

dent elastic constants c11, c12 and c44 which are listed in Table 3.6. The elastic

constants are computed via a stress-strain approach as implemented in VASP

[81]. This is done by distorting the lattice and deriving the elastic constants

from the stress tensor. For a cubic system, the relevant equations [82, 83] are:

B =
1

3
(c11 + 2c12) =

∂σ11

∂ε11
(3.3)

1

2
(c11 − c12) = −1

2

∂σ33

∂ε33
(3.4)

c44 =
1

2

∂σ12

∂ε12
(3.5)

As seen in Table 3.6, there is no superiority for one functional over the other

when describing elastic parameters.
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Table 3.6.: The elastic constants (c11, c12 and c44) of III-V semiconductors calcu-
lated using PBE and HSE06 compared to experimental values [1].

c11 (GPa) c12 (GPa) c44 (GPa)

PBE HSE06 Exp PBE HSE06 Exp PBE HSE06 Exp

AlP 132.35 140.13 132.00 67.88 68.78 63.00 61.75 67.03 61.50

AlAs 112.75 120.03 125.00 58.71 59.04 53.40 52.60 57.73 54.20

AlSb 84.91 90.72 89.39 45.03 45.46 44.27 37.66 40.97 41.55

GaP 139.61 148.23 141.20 69.42 69.67 62.53 66.07 71.74 70.47

GaAs 115.33 123.29 118.77 57.91 57.41 53.72 54.76 60.40 59.44

GaSb 86.12 92.72 88.39 43.15 42.90 40.33 39.93 44.30 43.16

InP 103.14 109.64 102.2 67.29 68.21 57.60 40.03 44.75 46.00

InAs 86.92 93.05 83.29 56.44 56.53 45.26 34.20 38.84 39.59

InSb 67.27 72.23 67.20 42.02 42.10 36.70 26.86 30.20 30.20

For AlP, PBE gives the best description of c11, c12 and c44, whereas for AlAs it

can correctly describe c12 and c44. HSE06 agrees well with experimental data in

describing the parameters for AlSb. For the rest of the semiconductors, some pa-

rameters are described better with one functional than other. The most obvious

example is InSb. Here, PBE agrees remarkably well in reproducing c11 but fails

in reproducing c44 in which case HSE06 gives the same value as experiment. For

the c12 parameter both functionals give the same value of about 42 GPa which

differs from the 36.70 GPa obtained experimentally.

The bulk moduli are computed from elastic constants using Eq. 3.3. These are

shown in Table 3.7 for which the calculated values obtained using GGA and

HSE06 along with experimental values are given. With the exception of AlSb,

GGA is closer to experiment than HSE06.

3.3.4. Thermodynamic Properties

The Gibbs free energy of formation of one formula unit of a compound is calcu-

lated using the total energy of the compound and its constituent elemental solids
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Table 3.7.: The bulk moduli of III-V semiconductors calculated using PBE and
HSE06 compared to experimental values [1].

Bulk moduli (GPa)

PBE HSE06 Exp

AlP 89.37 92.56 86.00

AlAs 76.72 79.37 77.27

AlSb 58.32 60.55 59.31

GaP 92.82 95.86 88.75

GaAs 77.05 79.37 75.40

GaSb 57.47 59.51 56.35

InP 79.24 82.02 72.47

InAs 66.60 68.70 57.94

InSb 50.44 52.14 46.87

as:

∆Gcompound = µbulk
compound −

∑
elements

µbulk (3.6)

where µbulk
compound and µbulk are the chemical potential of one formula unit of

the compound and the chemical potential of an atom in its stable solid state,

respectively.

Table 3.8.: Calculated Gibbs free energy of formation of III-V semiconductors in
comparison with experimental values [1].

∆G (eV/formula unit)

System PBE HSE06 Exp

AlP −1.32 −1.57 −1.73

AlAs −0.98 −1.27 −1.25

AlSb −0.33 −0.52 −0.52

GaP −0.86 −1.10 −0.91

GaAs −0.70 −0.95 −0.74

GaSb −0.32 −0.46 −0.43

InP −0.48 −0.65 −0.92

InAs −0.49 −0.69 −0.61

InSb −0.26 −0.38 −0.32
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Overall, HSE06 is more adequate in describing the III-V Gibbs free energy of

formation than the PBE. The two exceptions are GaP and GaAs for which PBE

agrees within 0.05 eV and 0.04 eV with the experimental values respectively.

For InSb on the other hand, both functionals show an error of 0.06 eV from

the experimental values in which PBE underestimates whereas HSE06 tends to

overestimate ∆HInSb. In general, values obtained with GGA are all within the

level of accuracy expected using this level of accuracy such as the work of Delly

et al. [84] or Jain et al. [85].

3.4. Conclusions

In this chapter, the perfect lattice properties of Ge and III-V semiconductors

were investigated. The performances of GGA, GGA+U and HSE06 were com-

pared for Ge. The incorrect description of the electronic structure is amended

by employing GGA+U and HSE06. These two approaches give the correct band

gap and are able to reproduce lattice parameters in very good agreement with

experiments.

III-V semiconductors suffer from the band gap problem when using the GGA.

This is not entirely resolved by using HSE06 with the default Hartree-Fock ex-

change portion (α = 0.25), as some of the band gaps are overestimated. No clear

superiority of one functional over the other is exhibited when describing the di-

electric and elastic properties (although HSE06 is slightly better for Gibbs free

energy of formation), making the choice of the less computationally demanding

GGA functional somewhat justifiable in later chapters.
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Parts of this chapter have been published in Tahini et al. J.

Phys.: Condens. Matter 24, 195802 (2012) [86].

4. Strain-Induced Changes to the

Electronic Structure of Germanium

4.1. Introduction

G E is an indirect band gap material so an electron transits from an energy

level in the conduction band to a level in the valence band mainly via

phonon assisted non-radiative recombination. Direct optical recombination is

slow and inefficient.

To enhance optical recombination rates, it would be desirable to find a way to

force Ge to have a direct gap. Some results have been achieved by growing

SnxGe1−x alloys on Si where a direct band gap of 0.41 eV was obtained with

a Sn content of 14% [87]. The correlation between the structure and the elec-

tronic properties of semiconductors means that these properties can also be en-
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Figure 4.1.: A schematic of the band structure of Ge, showing the valence band
and the conduction band valleys. A non-radiative electron-hole re-
combination due to the indirectness of the band gap results in lattice
vibrations manifested as phonons.

gineered by applying deformations to the material. Uniaxial and biaxial strains

have been studied and applied extensively in Si to increase the carrier mobilities

for integrated circuit applications [88]. Typically biaxial strain in Si enhances

the carrier mobility; however, the gains diminish at high vertical electric fields

[89]. The enhancement of mobility is maintained for uniaxially strained Si [90].

The deformation potential theory has been widely and successfully used to study

the electronic properties of semiconductors [91–93]. Niquet et al. [94] used a

model for the onsite matrix elements of the sp3d5s∗ tight binding Hamiltonian,

to study the effect of strain on Si, Ge and their alloys. They complemented their

results with post-DFT (LDA) GW corrected calculations. This model was used to

calculate the band energies for the (001), (110), and (111) biaxial strain as well

as the deformation potentials for Si and Ge. For the latter, their model showed

an agreement between the LDA and experimental results in the case of Si but

deviated to a larger extent in the case of Ge. Lim et al. [95] studied the emis-

sion characteristics of Ge micromechanical structures under tensile biaxial stain.

According to their simulations they found out that while at 1.5 % strain Ge was

still an indirect band gap material a net optical gain could be achieved with an
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electron-hole injection of 9 × 108 cm−3. Recent similar experimental findings

by Camacho-Aguilera et al. showed direct band gap narrowing in highly doped

n-type Ge [96] and similar work by Carroll et al. [97] and by Schmid et al. [98].

Kurdi et al. [99], employing the k.p formalism, concluded that for biaxial (001)

tensile strained Ge the crossover from indirect to direct occurs at 1.9%.

Recently, Murphy-Armando and Fahy [100] used electronic structure calcula-

tions to show that electron mobilities can be enhanced several hundred times

for thin Ge films (strained biaxially parallel to (001)) and 5− 20 times (strained

uniaxially along [111]) in Ge nanowires. In this chapter, we use DFT to investi-

gate the effects of biaxial and uniaxial strain on the indirect to direct band gap

transition in bulk Ge.

4.2. Methodology

The band structure calculations were performed using DFT as implemented in

the Vienna ab-initio Simulation Package (VASP) code [55, 101]. Electron ex-

change and correlation were described using the PBE functional [37]. The elec-

trons occupying the 4s24p2 states were treated as valence, whereas the [Ar]3d10

were approximated by a pseudopotential generated according to the PAW method

[54]. A primitive cell is used with 2 Ge atoms as basis located at (0,0,0) and

(
1

4
,
1

4
,
1

4
). For such a cell a 10 × 10 × 10 k-point grid is used which is generated

according to the Monkhorst-Pack scheme to sample the Brillouin zone [38]. To

obtain the bandstructure, the high symmetry paths linking L → Γ → X were

sampled using 200 k-points for each segment which was enough for the resolu-

tion of such calculations. The kinetic energy cutoff was set to 400 eV, yielding

a converged total energy (Sec. 2.2.2) with SCF tolerance set to 1 × 10−5 eV. To

simulate the strain in the cells the deformed lattice parameters were held fix and

only the atoms’ positions were allowed to relax such that the forces on them
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were below 0.001 eV/Å. To correct the underestimation of the band gap (typi-

cal for GGA), a GGA+U approach is employed by setting the on-site Coulomb

parameter, U , to 0 eV and the on-site exchange parameter, J , to 3.33 eV (see

Sec.3.2). This results in a band gap of 0.74 eV for the unstrained Ge structures,

which is in agreement with the experimental band gap. This method employed

to correct for the band gap has been tested before and yielded accurate results

in agreement with available experimental data. Its computational efficiency in

comparison with hybrid functionals or post-DFT calculations (HSE06 or GW)

and its ability to reproduce similar electronic structures in relaxed unstrained Ge

make it a desirable choice.

Table 4.1.: Calculated lattice, elastic and electronic properties of Ge compared
to experimental results.

This work Experimental

Lattice parameter (Å) 5.60 5.66 (extrapolated to 0 K) [71]

c11 (GPa) 128.1 128.35 (298 K) [102]

c12 (GPa) 46.1 48.23 (298 K) [102]

c44 (GPa) 69.7 66.66 (298 K) [102]

Indirect band gap, Γc → Lv (eV) 0.74 0.74 (4 K) [70]

Indirect band gap, Γc → Xv (eV) 0.89 · · ·
Direct band gap, Γc → Γv (eV) 0.92 0.89 (10 K) [103]

For the unstrained Ge it is calculated that the difference in energy between the

indirect and direct band gaps is 0.18 eV (close to the experimental value of

0.14 eV) [104]. The band gaps are measured from the top of the valence band

at the Γ point to the lowest of the conduction band minima encountered along

the paths between the high-symmetry points L, Γ and X in the reciprocal lattice.

The minimum gaps closest to these three points are denoted ELg , E
Γ
g , and EXg ,

respectively. Notably, Eg
X does not occur exactly at the X point but somewhere

along the ∆ path connecting the Γ and the X high symmetry points in the Bril-

louin zone. This description of the electronic structure leads to accurate lattice
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and elastic properties of the material as shown in Table 4.1 where the DFT re-

sults are compared to previous experimental evidence [70, 71, 103, 105]. In

general, by using the elasticity theory, strain is applied by first calculating the

Poisson’s ratio [106]:

D = −ε⊥
ε‖

(4.1)

where ε⊥ and ε‖ are the strain components perpendicular and parallel to the

plane. D is dependent on the elastic constants and the nature of strain (biaxial

or uniaxial) [106]. ε⊥ and ε‖ can be expressed as a function of strain tensor

components when the perpendicular and parallel vectors to the plane of interest

are known (υ⊥ and υ‖ respectively) [107]:

ε⊥ = ~υT⊥.ē.~υ⊥, ε‖ = ~υT‖ .ē.~υ‖ (4.2)

where ē is the strain tensor given by:

ē =


exx exy exz

eyx eyy eyz

ezx ezy ezz


(4.3)

For instance, [010] or [100] are two vectors parallel to the (001) plane while

the perpendicular vector is [001]. By using Eq. 4.2 and Eq. 4.3 and assuming a

uniform biaxial strain we get:

ε‖ = exx = eyy

ε⊥ = ezz = −Dε‖
(4.4)

where for biaxial strain parallel to the (001) plane [106]:

Dbiaxial
(001) =

2c12

c11
(4.5)
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This is used to adjust one or more of the lattice parameters to reproduce the

desired strain, for which the new lattice vectors become [107, 108]:

a1 = a0(1 + ε‖)x̂, a2 = a0(1 + ε‖)ŷ, a3 = a0(1 + ε⊥)ẑ (4.6)

The above describes uniform biaxial strain parallel to the (001) plane which

is the simplest of the strain cases considered here. A similar approach can be

followed for the more complicated (110) and (111) planes. For example, the

vector perpendicular to the (110) plane is:

~υT⊥ =

[
1√
2

1√
2

0

]T
(4.7)

while the two parallel vectors are:

~υT‖ =

[
1√
2

−1√
2

0

]T
and ~υT‖ = [001] (4.8)

Using Eq. 4.2 one can show that for uniform biaxial strain parallel to the (110)

plane:

ε⊥ = exx + exy

ε‖ = exx − exy = ezz

(4.9)

For which the strained lattice vectors become [107, 109]:

a1 =
a0

2

[
−
(
ε‖ − ε⊥

2

)
x̂+

(
1 +

ε‖ + ε⊥

2

)
ŷ + (1 + ε‖)ẑ

]
a2 =

a0

2

[(
1 +

ε‖ + ε⊥

2

)
x̂−

(
ε‖ − ε⊥

2

)
ŷ + (1 + ε‖)ẑ

]
a3 =

a0

2
(1 + ε⊥)(x̂+ ŷ)

(4.10)
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4.3. Results and Discussions

In the following subsections, the effect strain has on the band structure is dis-

cussed in terms of altering the energies of the two indirect band gaps Eg
L and

Eg
X and the direct band gap Eg

Γ.

4.3.1. Biaxial Strain (001)

As the strain is applied biaxially parallel to the (001) plane all three band gaps

drop for positive (tensile) strain and the Eg
Γ and Eg

X also drop for negative

(compressive) strain. For the compressive strain Eg
Γ, and to a lesser extent

Eg
X , exhibits a quadratic dependence on strain. Eg

Γ increases initially with

compression before starting to fall beyond -1% strain. The three band gaps fall

but no cross-over between Eg
Γ and Eg

L occurs within the limits considered. At

around -3% Eg
X attains the minimum among the band gaps but Ge maintains

an indirect band gap. Between 0 and 3.5% strain, the band gaps depend linearly

on strain. Beyond this, however, the band edges show a remarkable deviation

from the nearly linear dependence on strain, which is a behaviour not normally

accounted for using deformation potential theories and results from the shear

strain component [94]. The rate at which Eg
Γ decreases is greater than the

other two band gaps, and it becomes the lowest energy band gap at 1.7% at

which point Ge changes from an indirect to a direct band gap material. This is in

very good agreement with experiments carried out by Huo [110]. At this strain

the direct band gap is about 0.47 eV which is 36% lower than the unstrained

indirect band gap.

As strain is applied, the degeneracy in valence bands comprising light and heavy

holes and split-off bands is lifted as can be seen in Fig. 4.3.

73



-4 -3 -2 -1 0 1 2 3 4
0

0.2

0.4

0.6

0.8

1

Strain (%)

B
a
n
d
G
a
p
s
(e
V
)

 

 

EL

g

EΓ
g

EX

g

(a) (001)

-4 -3 -2 -1 0 1 2 3 4
0

0.5

1

1.5

Strain (%)

B
a
n
d
G
a
p
s
(e
V
)

 

 

EL

g

EΓ
g

EX

g

(b) (110)

-4 -3 -2 -1 0 1 2 3 4

0

0.5

1

1.5

Strain (%)

B
a
n
d
G
a
p
s
(e
V
)

 

 

EL

g

EΓ
g

EX

g

(c) (111)

Figure 4.2.: The change in band gaps, Eg
L, Eg

Γ and Eg
X with biaxial strain par-

allel to the (001), (110) and (111) planes.

4.3.2. Biaxial Strain (110)

For compression parallel to the (110) plane ELg increases with strain rather than

decreasing as in the (001) case. Eg
Γ depends quadratically on strain increasing

before it gradually starts falling again. Only Eg
X drops linearly with compression

until a minimum band gap at about -1.14%. Overall there is no transition to a

direct band gap. For tensile strain, Eg
Γ and Eg

L decrease linearly, however,

the decrease is not enough to make the gap direct. Only at 3.5 % do the two

band gaps become nearly equal, beyond which they diverge once more and Eg
L

remains the minimum energy valley. Even if Ge were converted into a direct

band gap material, the band gap would be about 0.1 eV, which is too small for

solar or telecommunications applications.
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Figure 4.3.: The changes in the band structure of Ge when biaxial strain is ap-
plied parallel to the (001) plane.
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Figure 4.4.: The changes in the band structure of Ge when biaxial strain is ap-
plied parallel to the (110) plane.
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Figure 4.5.: The changes in the band structure of Ge when biaxial strain is ap-
plied parallel to the (111) plane.
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4.3.3. Biaxial Strain (111)

For the (111) plane, compression leads to similar effects as with the (110) case.

EΓ
g exhibits a greater increase with strain but as before no transition in the

band gap nature occurs. Under tensile strain Eg
Γ and Eg

L drop at nearly the

same rate maintaining an energy difference of about 0.18 eV for any given strain

level.

4.3.4. Uniaxial Strain [001]

For strain along the [001] direction, Eg
L, Eg

Γ, and Eg
X drop with both compres-

sion and tension. The rate at which Eg
Γ decreases is greater than the other two

band gaps giving rise to a transition from indirect to direct at -2.41% and 3.05%

where the direct band gaps are about 0.41 eV and 0.59 eV respectively. All the

bands respond linearly to strain except Eg
Γ under tensile strain, in which case a

quadratic behaviour is observed.

Compressive strain in the [001] direction allows a transition to a direct band

gap. This is advantageous as it is more feasible to grow Ge on materials with

smaller lattice constants (e.g. Si1−xGex).

4.3.5. Uniaxial Strain [110]

As strain is applied in tension parallel to [110], the three bands exhibit a varied

response. Eg
L increases slowly whereas Eg

X remains nearly constant for the

range of strain investigated as can be seen from Fig. 4.8. Only Eg
Γ drops with

tensile strain. This leads to a band cross-over at 1.71 % strain with a direct band

gap of 0.78 eV.

Under compression, however, the bands’ energies decrease at nearly the same
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Figure 4.6.: The changes in the band structure of Ge when uniaxial strain is ap-
plied along the [001] direction.
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Figure 4.7.: The change in band gaps, Eg
L, Eg

Γ and Eg
X with uniaxial strain

along the [001], [110] and [111] directions.

rate maintaining approximately equal energy barrier between them. This does

not permit an indirect→direct band gap transition.

Tensile [110] strain does not have an appreciable effect on the degeneracy of the

heavy and light hole bands under tensile strain and only the split-off band is low-

ered in energy as shown in Fig. 4.8. Compression on the other hand only affects

the heavy holes leaving the light holes and split-off band degenerate.

4.3.6. Uniaxial Strain [111]

The [111] tensile strain allows a transition to direct band gap to occur at rel-

atively small strains (compared with the other strain conditions considered),

while at the same time maintaining a band gap that is large enough for practical

use. This agrees qualitatively with recent work performed by Zhang et al. [111]

Their finding was that 4.2% uniaxial strain along [111] is needed to convert Ge

to a 0.34 eV direct band gap material. While this level of strain might be achiev-

80



L Γ X
-4

-3

-2

-1

0

1

2

3

4

E
n

er
g

y
 (

eV
)

(a) -4%

L Γ X
-4

-3

-2

-1

0

1

2

3

4

E
n

er
g

y
 (

eV
)

(b) -3%

L Γ X
-4

-3

-2

-1

0

1

2

3

4

E
n

er
g

y
 (

eV
)

(c) -2%

L Γ X
-4

-3

-2

-1

0

1

2

3

4

E
n

er
g

y
 (

eV
)

(d) -1%

L Γ X
-4

-3

-2

-1

0

1

2

3

4

E
n

er
g

y
 (

eV
)

(e) 0%

L Γ X
-4

-3

-2

-1

0

1

2

3

4

E
n

er
g

y
 (

eV
)

(f) 1%

L Γ X
-4

-3

-2

-1

0

1

2

3

4

E
n

er
g

y
 (

eV
)

(g) 2%

L Γ X
-4

-3

-2

-1

0

1

2

3

4

E
n

er
g

y
 (

eV
)

(h) 3%

L Γ X
-4

-3

-2

-1

0

1

2

3

4

E
n

er
g

y
 (

eV
)

(i) 4%

Figure 4.8.: The changes in the band structure of Ge when uniaxial strain is ap-
plied along the [110] direction.
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able in nanowires, it has not been reported experimentally for bulk materials

[112], and is beyond the limit of Si/Ge lattice mismatch.

Another complication in real materials arises due to the formation of cracks

and the fact that the linearity of stress/strain relations breaks beyond a certain

stress [112]. The results for [111] strain, are within the realm of what could be

achieved experimentally.

4.3.7. Origin of the Changes in the Band Structure with Applied

Strain

Figs. 4.3-4.9 show the changes induced in the conduction and valence band

minima for the various strain conditions studied in this chapter. The valence

band electrons of each Ge atom are composed of spherical s orbitals and direc-

tional px, py and pz orbitals, with each atom forming tetrahedral bonds with its

neighbours as shown in Fig. 4.10. These in-plane orbitals form the heavy holes,

whereas out of plane orbitals form light holes [113]. Tensile or compressive

strain causes elongations of bonds along one direction, shrinking in another and

a change in the bonds’ orientation. The result of this is a change in the orbitals’

weights and interactions, which changes the energies of the heavy and light

holes. The orbitals’ rehybridization also affects the energies of the conduction

band that is mainly composed of p electrons. Depending on the plane or direc-

tion and whether it is in compressive or tensile strain, these lead to a variation

in the edges of the valence and conduction band minima and hence the width of

the band gap.

4.3.8. Effective Masses

The effective mass was calculated using the relation 1
m∗ = 1

~2
∂2E
∂k2 . The required

data are obtained from the band structure by approximating the curvature of
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Figure 4.9.: The changes in the band structure of Ge when uniaxial strain is ap-
plied along the [111] direction.
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Figure 4.10.: A schematic of (a) the tetrahedral bonding in Ge and (b) the or-
bitals making up these bonds.

the energy eigenvalues by fitting the bandstructure E(k) near the valence band

maxima and conduction band minima to parabolas of the form E(k) = ak2 +

bk + c. The maxima and minima of interest are those at L(0.5,0.5,0.5) and

Γ(0,0,0) from which we can calculate the electron effective masses m∗Le and

m∗Γe and the hole’s effective mass, m∗Γh . For unstrained Ge, calculations reveal

that m∗Le ≈ 1.79me, m∗Γe ≈ 0.06me and m∗Γh ≈ 0.52me, which are compared

with the experimental values of m∗Le ≈ 1.74me, m∗Γe ≈ 0.038me [114, 115] and

m∗Γh ≈ 0.35me [116].

At the point where Ge makes the transition to a direct band gap material the ex-

cited electrons in the conduction band, formed either thermally or by n-doping,

start occupying the Γ valley, and scatter back to the valence band via this chan-

nel. The calculations are consistent with experimental [103, 111] results indicat-

ing that the electrons occupying the Γ valley have a much smaller effective mass

than those occupying the L valley. Consequently an enhancement in the carrier

mobility is expected when the transition occurs since it is inversely proportional

to the effective mass of the carrier.
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4.4. Summary

In summary, the impact of biaxial and uniaxial strain on the electronic structure

of Ge was investigated. For tensile strains the band gap undergoes a transition

from indirect to direct for biaxial strain parallel to the (001) plane and for uni-

axial strains parallel to the [001], [110] and [111] directions. For compressive

strain this transition occurs for the only uniaxial [001] direction. Uniaxial tensile

strain parallel to the [111] direction transforms Ge to a direct band gap material

at a relatively low strain.
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Part II.

Defect Processes in Germanium
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Parts of the work presented here appears in Tahini et al.

Appl. Phys. Lett. 99, 072112 (2011) [117] and Appl. Phys.

Lett. 99, 162103 (2011) [118].

5. Diffusion of E-Centres and Tin in

Germanium

5.1. Introduction

P Revious experimental [2, 119] and theoretical [120–122] studies provided

evidence that donor atoms such as phosphorous (P), arsenic (As) and anti-

mony (Sb) diffuse in Ge via their interaction with vacancies (VGe).

Notably, the VGe is the dominant defect as its formation energy is lower com-

pared to the self-interstitials. Recent experimental work [2] determined that

donor diffusion in Ge increases with the square of the free electron concentra-

tion. This strong doping dependence of diffusion is accurately described by neg-
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D = P, As, Sb

VGe

Ge

Figure 5.1.: An E-centre in which a dopant atom D (D=P, As or Sb) is coupled to
a nearest neighbour VGe.

atively charged E-centres, (DVGe)
−1, which are formed via the reaction:

(DVGe)
−1 ←→ D+1

s + V −2
Ge (5.1)

where D+1
s denotes the singly positively charged substitutional donor atom and

V −2
Ge the doubly negatively charged vacancy. The relevance of doubly negatively

charged vacancies has been proved by means of donor diffusion in Ge isotope

multilayer structures, which directly reveal the impact of doping on vacancy

mediated self-diffusion in Ge.

15 2.19

P

Phosphorus

33 2.18

As

Arsenic

51 2.05

Sb

Antimony

32 2.01

Ge

Germanium

14 IV

15 V

Metalloid

Non-metal

Figure 5.2.: The positions of Ge, P, As and Sb in the periodic table. The atomic
numbers and electronegativities are shown in the upper left and
right corners respectively.
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From a theoretical viewpoint a previous DFT study has considered systemati-

cally only charge neutral E-centres [122], while another DFT study investigated

only the PVGe pair [121]. These previous investigations were limited due to the

incomplete description of the exchange-correlation by the GGA or LDA, which

both led to severe underestimations of the band gap of Ge [123].

5.2. Methodology

In the present study we employ a GGA+U approach, which increases the band

gap of Ge. This technique allows for the investigation of the energetics of both

neutral and charged E-centres and other defects (or dopant-defect clusters) in

Ge. The aim is to calculate the formation energies, binding energies and activa-

tion energies for diffusion of the technologically important E-centres in Ge.

The formation and binding energies of donor atoms (P, As, Sb) to VGe were

calculated based on the DFT approach as implemented in the VASP [55, 101].

The pseudopotentials are generated by the PAW method [54]. The exchange

and correlation are described using the PBE functional [37]. The Ge core states

that were approximated by a pseudopotential are [Ar]3d10, whereas the 4s24p2

states were explicitly treated as valence electronic states. Integrations over the

Brillouin zone were carried out using a 4× 4× 4 k-point set generated according

to the Monkhorst-Pack scheme [38] using a 64 atom supercell. This cell size has

been employed in a number of previous studies [120, 122, 124, 125]. Previous

studies [124, 125], for example, showed that the use of a 256 atom cell changed

the defect energies by about 1.5%, which provides an estimate of the cell size

related uncertainty for the present simulations. The cutoff energy is 400 eV

which yields a converged total energy to within 2 meV (see Sec. 2.2.2). Self-

consistency was achieved by restricting the change in total energy to no more

than 1× 10−5 eV, whereas the forces were relaxed to below 0.001 eV/Å.
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While the GGA+U approach used here is able, potentially, to generate a band

gap in predicted structures, it is only a first order correction but has the ad-

vantage of being very efficient. Conversely the HSE06 functional [46] which

employs a screened short range Hartree-Fock exchange is a more sophisticated

approach but more computationally intensive.

The minimum energies of diffusion were calculated using CI-NEB [65]. The

migration energy corresponds to the barrier with the highest energy along the

minimum energy path (MEP).

The formation energies of the defects are a function of the Fermi level, µe, and

the chemical potentials, µα, of the corresponding atoms and are calculated ac-

cording to the formula [61]:

EfD,q(µe, µα) = ED,q − EH +
∑
α

nαµα + q(EVBM + µe) + Epa (5.2)

where EfD,q is the total energy of the supercell containing the defect D in charge

state q embedded in the Ge host and EH is the total energy of the defect free

Ge host. µα represents the chemical potentials of the number of different atoms

added (−nα) or removed (+nα) when the defect is formed. µα is obtained as

the energy per atom in its stable solid form. The Fermi level µe is referenced

with respect to the VBM such as 0 ≤ µe ≤ Eg. Here Eg is the band gap and

EVBM is the valence band maximum. The introduction of a defect affects the

band structure and gives rise to a shift in the electrostatic potentials between the

perfect Ge host and the supercell containing the defect. This shift is corrected by

using a potential alignment correction method [126] Epa = q∆Vpa, where ∆Vpa

is the average electrostatic potential difference between the defect supercell and

the Ge host.

Defect levels or charge state transitions are defined as the point along the Fermi

level where two defects with charges q and q′ have the same formation energy:

90



ε(q/q′) =
Ef (D, q)− Ef (D, q′)

q′ − q
(5.3)

where Ef (D, q) and Ef (D, q′) are the defect formation energy with charges q

and q′ and electron chemical potential µe = 0, respectively.

5.3. Diffusion of E-Centres in Ge

5.3.1. VGe Formation Energy

Theoretical studies of the vacancies in Ge have shown the possibility of the exis-

tence of different charged states whose lattice relaxations are charge dependent

[127, 128]. The atoms around the vacancy relax inward, the extent of this relax-

ation increases with the charge state of the vacancy. This allows the surrounding

atoms to reduce the energy of the system by forming extended bonds between

them.

Using perturbed angular correlation spectroscopy (PACS), which employs probe

atoms to trap vacancies and by studying their Coulomb and elastic interactions

with the vacancies it was found the acceptor level ε(0/−) = Ev + 0.20± 0.04 eV

[129]. Another study [130] using deep level transient spectroscopy (DLTS) gave

an acceptor level ε(0/−) = Ev + 0.14 eV.

Fig. 5.3 represents the formation energies of VGe for various charge states. The

doubly negatively charged vacancy, V −2
Ge , is dominant for intrinsic and n-type

doping conditions. This prediction is supported by previous experiments on the

impact of n-type doping on self-diffusion in Ge. According to the present cal-

culations, neutral vacancies are expected to mediate self-diffusion in Ge under

p-type doping. Such behaviour was recently observed in the experimental work

of Südkamp et al. [131].
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Figure 5.3.: The formation energies of vacancies in Ge.

Table 5.1.: The calculated stable charge transition energies for the E-centres and
VGe (eV) for neutral (0), singly positive (+), singly negative (−) and
doubly negative (=) charge states.

PV q
Ge AsV q

Ge SbV q
Ge VGe

ε(+/0) · · · · · · 0.02 · · ·
ε(0/−) 0.28 0.26 0.17 0.21

ε(−/ =) 0.52 0.47 0.19 0.27

The formation energy of a charge neutral VGe is calculated to be 3.30 eV. This is

at variance with the value calculated by Śpiewak et al. [132] which was reported

to be 2.33 eV using LDA+U . However, the agreement is more clear when using

hybrid functional such as HSE06 such as the work by Weber et al. [133] who

calculated the formation energy of VGe to be 3.01 eV.

V 0
Ge exists under p-doping conditions until a transition to V −1

Ge takes place at

µe = 0.21 eV. V −1
Ge will only be stable for a narrow range of Fermi levels before

a second transition to V −2
Ge occurs at µe = 0.27 eV. This suggests that V −1

Ge are

never present in high concentrations in Ge samples, a fact that was enhanced by

previous theoretical work by Jones et al. [134] and by the experimental work

of Südkamp et al. [131] who observed that V −1
Ge is not expected to control self-
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Figure 5.4.: The formation energies of PV q pairs in Ge for various charge states
as a function of the Fermi level.

diffusion under any doping conditions.

5.3.2. Formation Energies of PV q
Ge Defects

Under p-doping conditions it is predicted that PV q
Ge pairs favour the neutral

charge state, which has a formation energy of 1.73 eV. This is much lower

than the formation energy of V 0
Ge. The charge transition level ε(0/−) occurs

at Ev + 0.28 eV, so the PV −1
Ge cluster dominates in the intrinsic regime and up to

light n-doping levels.

Upon capturing a second electron at µe = 0.52 eV, PV −2
Ge becomes the low energy

specie and dominates up to the CBM.

5.3.3. Formation Energies of AsV q
Ge Defects

Similar to PV q
Ge pairs, AsV q

Ge forms in the neutral, singly and doubly negatively

charged states. AsV 0
Ge has a formation energy of 1.62 eV which is marginally

lower than the formation energy of PV 0
Ge.
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Figure 5.5.: The formation energies of AsV q pairs in Ge for various charge states
as a function of the Fermi level.

A transition to AsV −1
Ge occurs at µe = 0.26 eV before a second transition at µe =

0.47 eV occurs, implying that AsV −1
Ge is stable under intrinsic and near intrinsic

doping conditions.

5.3.4. Formation Energies of SbV q
Ge Defects

The formation energies of SbV q
Ge pairs are lower than those of PV q

Ge or AsV q
Ge

indicating a possible relation between the dopants’ size and electronegativities

and their ease of formation. SbV q
Ge are at variance with the two pairs mentioned

above in that SbV +1
Ge could form at or near the VBM before making a transition

to SbV 0
Ge at µe = 0.02 eV creating a shallow acceptor state.

SbV −1
Ge are predicted to exist only for a narrow range in the band gap before

SbV −2
Ge pairs form and dominate for a wide range of the band gap extending

from µe = 0.18 eV to the CBM.

According to the calculations, the E-centres are more likely doubly negative than

singly negatively charged under n-type doping. This, in particular, should hold
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Figure 5.6.: The formation energies of SbV q pairs in Ge for various charge states
as a function of the Fermi level.

for SbV pairs even under intrinsic conditions, but is at variance with previous

experiments that reveal the dominance of singly negatively charged E-centres

[2]. Of course, the calculations are representative for 0 K while experiments are

carried out at high temperatures (873 K∼1193 K [2]). Thus a direct comparison

is always difficult without any information about the impact of temperature on

the level position. This would imply that entropy effects should also be consid-

ered.

Table 5.1 summarizes the charge transition levels determined for the vacancy

and the E-centres.

Having presented the formation of the neutral and negatively charged E-centres

their binding energies, migration energies and activation energies of diffusion

are then calculated.

The binding energy is a measure of the attraction of the defect cluster and is

defined by the total energy of the cluster minus the energy of the isolated defect

components. With this definition a negative binding energy corresponds to a

stable defect cluster. Two distinct geometries were considered: (a) the formal
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Table 5.2.: The binding (for the formal ∆E1
DV and split-V ∆E1

D−split−V
configurations.

∆E1
DV ∆E1

D−split−V

(−) (0) (−) (0)

PVGe −0.54 −1.57 0.38 −0.47

AsVGe −0.74 −1.68 −0.30 −1.08

SbVGe −0.81 −1.89 −0.93 −2.01

vacancy-substitutional donor atom configuration and (b) the split−V configu-

ration where the donor atom is positioned in between two semi-vacancies. In

Table 5.2 the calculated (GGA+U) binding energies are reported for the formal,

∆E1
DV , and split−V , ∆E1

D−split−V configurations of E-centres in neutral and

charged states. Only for the largest donor atom (i.e. Sb) is the split−V con-

figuration energetically favourable over the formal vacancy configuration (Table

5.2), consistent with the DFT study of Höhler et al. [135]. When the donor atom

is separated at the next nearest neighbour site to the V , or beyond, the binding

energies were calculated to be smaller in magnitude.

5.3.5. Migration Energies

E-centres migrate in the Ge lattice via the so-called ring mechanism of diffusion

[136]. In this, the VGe moves around the donor atom and approaches it from a

different direction. For the displacement of a donor the VGe must move away to

at least the third-nearest neighbour site and return along a different path. As it

exchanges position, the donor atom effectively progresses in the lattice by one

site.

Figs. 5.7 and 5.8 represents the relative energies along the ring for the neutral

and negatively charged E-centres respectively. In such calculations, several NEB

simulations are performed which are then combined and connected to produce

the profiles shown in Figs. 5.7 and 5.8 and similar figures in the next chapters.
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Table 5.3.: The migration energies of DVGe pairs.

Hm
DVGe

(−) (0)

PVGe 0.91 1.08

AsVGe 0.99 0.95

SbVGe 1.17 1.14

The migration energy barriers Hm
DV are defined as the largest relative energy

barriers along the ring (Table 5.7). The activation enthalpy of diffusion, Qa, is

calculated by using the following definition [122]:

Qa = Hf
V + ∆E1

DV +Hm
DV (5.4)

where Hf
V is the formation enthalpy of an isolated VGe.

Figure 5.7.: Migration barriers for the diffusion path of the E-centres in the neu-
tral charge state using the NEB technique.

Table 5.4 compares the calculated activation enthalpies of diffusion, using Eq. 5.4
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Figure 5.8.: Migration barriers for the diffusion path of the E-centres in the singly
negatively charge state using the NEB technique.

Table 5.4.: The activation enthalpies (Qa) for the E-centres (in eV) in their neu-
tral and negative charge states. These are compared to experimental
Qa from SIMS analyses [2].

Qa

(−1) (0) Exp

PVGe 2.79 2.80 2.85

AsVGe 2.67 2.56 2.71

SbVGe 2.66 2.42 2.55

with previous experimental results from SIMS analyses of impurity diffusion pro-

files [2]. The calculated results for the singly negative charged E-centres are in

good agreement with the experimental values (i.e. within 0.15 eV) [2]. Im-

portantly both theoretical results and experiment are consistent with the trend

that the activation energy for diffusion decreases with increasing donor atom

size [2, 122], although for the (AsVGe)
−1 and (SbVGe)

−1 the differences are very

small. Interestingly, the calculated activation energies for diffusion of AsVGe and
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SbVGe are lower than the (AsVGe)
−1 and (SbVGe)

−1 indicating that they could

diffuse faster. Nevertheless, under n-type conditions the V −2
Ge defect should be

dominant and the formation of (DVGe)−1, via Eq. 5.1, will prevail.

5.4. Diffusion of Tin in Ge

Previous investigations demonstrated that the mobilities of holes and electrons

can be increased by the introduction of strain [137]. Recent studies propose

the fabrication of strained-Ge (sGe) complementary metal-oxide-semiconductor

(CMOS) with germanium-tin (Ge1−xSnx) alloys as stressors [138, 139]. Studies

on Ge1−xSnx alloys are also motivated by their advantageous optical properties;

however, there are still issues that need to be addressed [87, 140]. SnV interac-

tions and their diffusion properties have been previously investigated using DFT

but only for neutral defects and defect clusters [87, 122, 140]. As it is possi-

ble for Sn atoms to diffuse from the Ge1−xSnx alloy into doped-Ge layers, an

understanding of Sn-diffusion in both n-type and p-type Ge is important.

As was mentioned in the sections above, vacancies are the dominant intrinsic de-

fect species in Ge, with previous work establishing their interaction with impurity

atoms (D) to form DVGe pairs and larger clusters [2, 141, 142]. As with other

dopants (P, As, Sb, etc), the diffusion of Sn in Ge is mainly mediated by vacan-

cies [2, 141, 142]. The Sn atoms occupy substitutional lattice positions. This was

confirmed by DFT simulations and experimental work by Weyer et al. [143] who

employed Mössbauer spectroscopy and Rutherford backscattering spectrometry

in a channelling geometry.

The structure of these SnVGe pairs is more complicated but can be reasonably

described by two geometries: (a) the formal vacancy-substitutional Sn atom

configuration and (b) the split−VGe configuration [135, 144, 145]. In the latter

the Sn atom is positioned in between two semi-vacancies [135, 144, 145]. For all
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the SnVGe pairs it was calculated that the split−VGe configuration is energetically

favourable.
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Figure 5.9.: The formation energies of the SnVGe pairs, as a function of the Fermi
level.

It is important to identify the charge states of the SnVGe pairs for different doping

conditions. Fig. 5.9 presents the formation energies of the SnVGe pairs, with

respect to the Fermi level, for various charge states. From Fig. 5.9 it is deduced

that the SnVGe pairs are charge neutral up to a Fermi level of 0.22 eV, above

which the singly negatively charged state becomes dominant. Finally, at a Fermi

level of 0.55 eV the doubly negatively charged pairs are most stable. Positive

charge states of this cluster are always significantly less stable.

Having established the dominant charge states of the SnVGe pairs their diffusion

behaviour merits investigation. Similar to the dopant-vacancy pairs presented

above, SnVGe pairs will diffuse via the ring mechanism [136]. Fig. 5.10 presents

the relative energies along the ring for neutral and singly and doubly negatively

charged SnVGe pairs. From this figure the migration energy barrier, Hm
SnV , is

defined as the largest relative energy barrier along the ring. The activation en-

thalpy of diffusion, Qa, is calculated by using Eq. 5.4 as defined above.

Doping changes the concentration of free charge carriers in a material. For ex-
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Figure 5.10.: Diffusion path of the SnVGe. On the top of the figure is the ring
mechanism of diffusion for the SnVGe pair projected onto the (111)
surface of Ge.

ample, n-type doping will increase the concentration of electrons in the system,

causing the Fermi level, located close to the middle of the band gap in an intrinsic

material, to shift to higher energies or to shift to lower ones in the case of p-type

doping. The formation energies of charged defects such as vacancies depend

upon the position of the Fermi level, where different charged states dominate at

different values of the Fermi level. This dependence should also be reflected in

the diffusion activation energies which depend upon the formation energies of

the vacancies. It therefore becomes necessary to study the activation energy as

a function of the Fermi level. Previous studies, for example those by Bernholc et

al. [146] or Branz et al. [147] found a strong relation between Qa and µe. One

such study, which investigated the diffusion of hydrogen in poly-silicon, found

that the activation energy might vary between 0.1 and 1.69 eV [148].

The studies of Vogel et al. [149] and Werner et al. [150] have revealed that
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Figure 5.11.: The activation energy’s dependence on the Fermi level.

n-type doping enhances self-diffusion in Ge whereas p-type doping retards it. To

investigate the dependence of the activation energy on the doping levels, three

regions within the band gap were studied. Region I lies between 0 and 0.22 eV.

Here the binding and migration energies of a neutral SnVGe pairs are used in

Eq. 5.4. The vacancy formation energy as a function of the Fermi level is taken

from a previous study [117]. Region II extends from 0.22 to 0.55 eV, where the

singly negatively charged SnVGe pair prevails. Here the binding and migration

energies of a singly negatively SnVGe pair were used along with the vacancies

formation energies in that region of the Fermi level. Finally, in region III, which

extends from 0.55 eV to the edge of the conduction band minimum, the values

of the binding and migration energies of a doubly negatively charged SnVGe pair

were used.

This significant variation in the activation energy with respect to the Fermi level

can explain the many differing experimental results previously obtained. Overall

the range of the calculated activation energies is consistent with the experimen-

tally determined values [151–153]. SIMS studies gave a value of 3.26 eV for the

activation energy while two radiotracer studies gave 2.90 eV [153] and 3.05 eV

[154]. From Fig. 5.11 we can see that for the intrinsic case, when the Fermi level

is close to the middle of the band gap (i.e. EF ∼ 0.37 eV), we obtain a value

of about 3.21 eV for the activation energy, which is in good agreement with the

SIMS results [148]. Shifting the Fermi level below the middle of the band gap
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(i.e. p-type doping the material) results in an increase in the activation energy.

This trend is consistent with the results of Riihimäki et al. [153] who measured

the activation energy of Sn diffusion in intrinsic Ge to be 2.90 eV and in p-type

doped Ge to be 3.33 eV.

5.5. Summary

In summary, a GGA+U approach was used to calculate the binding energies,

formation energies and activation enthalpies of diffusion for the technologically

important n-type donor atoms in Ge. The SbVGe pair, in contrast to PVGe and

AsVGe, is more bound in the split−VGe configuration. In good qualitative and

quantitative agreement with the most recent and accurate experiments [2] we

predict the underlying trend observed in the activation enthalpy of P, As and Sb

diffusion: that is, with increasing donor size, Qa decreases.

SnVGe pairs will form in their neutral (Fermi level up to 0.22 eV), singly nega-

tively charged (Fermi level between 0.22 eV and 0.55 eV) and doubly negatively

charged (Fermi level exceeding 0.55 eV) states. Positively charged states are not

predicted to form. Depending upon the Fermi level, the activation energies for

diffusion were calculated to be in the range 2.48-3.65 eV, in agreement with

available experimental data.
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Some of the work presented here appear in Tahini et al.

Phys. Chem. Chem. Phys. 15, 367 (2013) [155].

6. Defect Engineering Strategies to

Retard Phosphorous Diffusion in

Germanium

6.1. Introduction

F Orming p-type doped regions in germanium (Ge)-devices can be achieved

by using boron (B) but n-type dopants such as phosphorous (P) diffuse

quickly and consequently the formation of ultra-shallow junctions, with high

active dopant concentrations, is a challenge [156–158]. It has previously been

established that P diffuses via a vacancy (VGe) mechanism, which is the domi-

nant intrinsic point defect in Ge [2, 117, 122]. It was determined by Brotzmann

and Bracht [2] that P diffusion increases with the square of the free electron

concentration. This strong doping dependence is explained by the formation
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of negatively charged phosphorous-vacancy, (PVGe)−1, pairs via the reaction:

(PVGe)
−1 ↔ Ps

+1 + V −2
Ge (6.1)

where P+1
s denotes the singly positively charged P substitutional atom and V −2

Ge

the doubly negatively charged vacancy. The key to controlling n-type dopant

diffusion in Ge is the annihilation or confinement of the vacancies, as they are

the vehicles for diffusion [142, 159]. The diffusion of P in Ge can be affected not

only by the intrinsic point defects but also by codopants. For example, in recent

studies it has been verified that the introduction of small isovalent codopants

such as carbon (C) can retard n-type dopant diffusion in Ge as C traps mobile

PVGe pairs thereby forming stable CPVGe complexes [2, 120].

The introduction of larger isovalent codopants can affect dopant-defect inter-

actions in group IV semiconductors [160–162]. The aim of the present contri-

bution is to discover point defect engineering strategies based upon isovalent

doping that will retard the VGe-mediated diffusion of P in Ge. In particular using

DFT calculations the impact of Sn and Hf on the migration and binding energies

of (PVGe)
−1 pairs in Ge will be investigated.

6.2. Methodology

DFT as implemented in the VASP [101] was used to calculate the total ener-

gies of the defects and their migration energies in Ge. Calculation parameters

with similar setting as those described in Chapter 5 are used here. All calcula-

tions were performed so as to account for the spin-polarization. The GGA+U

approach used here has been discussed and employed in previous chapters. In

order to verify this methodology, the HSE06 [43, 44] hybrid function is used,

setting the fraction of the non-local Hartree-Fock potential to its default value of

25% and the screening parameter, µ, to 0.207 Å−1. For HSE06, the same k-point
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grid and the same energy and forces convergence criteria were used as above.

This hybrid functional gives a fairly accurate description of the electronic struc-

ture of many solids [163] including Ge, for which a band gap of ∼ 0.75 eV is

reproduced (compared to the experimental value of 0.74 eV).

In this chapter we will investigate the migration energies and mechanisms of

vacancies in bulk Ge, which has been codoped with P and Sn or Hf. This is

achieved through studying the interactions of both the dopant atoms with the

host lattice and with each other, by analysing their migration energies from one

configuration to another and by considering the charge densities for selected

geometries.

6.3. Results and Discussions

Substitutional Sn and Hf species next to a vacancy will relax to a split-vacancy

configuration. In accordance with Eq. 6.1 the migration of vacancies was investi-

gated as constitutive elements of the singly negatively charged clusters (PSnVGe)
−1

and (PHfVGe)
−1. Fig. 6.1 shows the migration barriers, associated with Sn, ob-

tained as the vacancy hops from one site to another.

The migration energy, which corresponds to the step along the ring with the

highest energy barrier, is 1.54 eV. This energy is comparable to the migration en-

ergy of a vacancy in the presence of Sn alone (i.e. 1.47 eV) as was presented the

previous chapter (see Chapter 5). Hf, on the other hand, dramatically increases

the migration energy to about 3.04 eV (see Fig. 6.2).

To understand the origin of the high migration energy, the binding energies for

(PSnVGe)
−1 and (PHfVGe)

−1 clusters were calculated for all the configurations

shown at the top of Figs. 6.1 and 6.2. The binding energy is a measure of the

stability of the cluster with respect to its constituent components (i.e. P, Sn and

106



Figure 6.1.: Diffusion path of the PVGe pairs in the presence of Sn. On the top of
the figures is the ring mechanism of diffusion for the PVGe pair in the
presence of Sn, respectively, projected onto the (111) surface of Ge.
In configurations 0 and 4 the Sn atoms are surrounded by two semi-
vacant sites in what is known as the split-vacancy configuration.

Figure 6.2.: Diffusion path of the PVGe pairs in the presence of Hf. On the top of
the figures is the ring mechanism of diffusion for the PVGe pair in the
presence of Hf, respectively, projected onto the (111) surface of Ge.
In configurations 0 and 4 the Hf atoms are surrounded by two semi-
vacant sites in what is known as the split-vacancy configuration.
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V −2
Ge or P, Hf and V −2

Ge ). For example, the binding energy of a substitutional P

atom to a Hf atom and a VGe to form a PHfVGe cluster in Ge is given by:

Eb(PHfVGeGeN−3) = E(PHfVGeGeN−3)− E(PGeN−1)

− E(HfGeN−1)− E(VGeGeN−1) + 2E(GeN )

(6.2)

where E(PHfVGeGeN−3) is the energy of a N lattice site supercell (here N = 64)

containing N −3 Ge atoms, a P atom, one Hf atom and a VGe; E(PGeN−1) is the

energy of a supercell containing one P atom and N−1 Ge atoms; E(HfGeN−1) is

the energy of a supercell containing one Hf atom andN−1 Ge atoms; E(VGeGeN−1)

is the energy of a supercell containing a VGe and N − 1 Ge atoms; and E(GeN )

is the energy of the N Ge atom supercell. Therefore, here a negative binding en-

ergy corresponds to a defect cluster that is stable with respect to its constituent

point defect components.

Table 6.1.: Calculated binding energies of the different configurations form-
ing the (PSnVGe)

−1 and (PHfVGe)
−1 clusters calculated using GGA,

GGA+U and HSE06.

Binding Energy (eV)

(PSnVGe)
−1 (PHfVGe)

−1

Configuration GGA GGA+U HSE06 GGA GGA+U HSE06

0 −0.58 −1.49 −1.20 −2.33 −3.55 −3.51

1 −0.43 −0.75 −0.81 −1.06 −1.48 −1.52

2 −0.16 −0.22 −0.43 −0.76 −0.70 −0.95

3 −0.30 −0.28 −0.47 −0.80 −0.62 −0.91

4 −0.58 −1.49 −1.20 −2.33 −3.55 −3.51

The binding energies were calculated using GGA, GGA+U and the HSE06 func-

tional as shown in Table 6.1. A comparison of these three modes of calculation

reveals a good agreement between the GGA+U and HSE06.

Based on the good agreement between the GGA and HSE06 values values given
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in Table 6.1, it is safe to assume that the GGA+U method (which is at least an

order of magnitude computationally faster than HSE06) is valid for this type of

study. To further validate this model, the densities of states (DOS) of bulk Ge and

for supercells containing one Sn or Hf atom using GGA+U and HSE06 were cal-

culated as shown in Figs. 6.3 and 6.4 respectively. For such calculations a denser

6 × 6 × 6 k-point grid was used. It is evident that in both cases the defects do

not introduce states into the band gap, which can be attributed to the isovalent

nature of these defects. Furthermore, the energies and natures of the orbitals (s,

p and d) are nearly identical with these two different functionals.

We therefore proceed in analysing the clusters formed using GGA+U . The val-

ues show that those configurations which involve Hf are more bound than the

corresponding configurations that incorporate Sn. For the starting configuration

when Sn or Hf occupies the split-vacancy configuration next to a P atom, the

binding energies are −1.49 eV and −3.55 eV respectively. As the VGe exchanges

position with the P atom the binding energies drop to−0.75 eV and−1.48 eV for

the pairs containing Sn or Hf respectively, which are nearly half the equivalent

original energies in each case.

The charge densities of these two particular configurations for the (PSnVGe)
−1

and (PHfVGe)
−1 clusters are shown in Figs. 6.5 and 6.6 respectively. As can be

seen in the left panel of Fig. 6.5, when Sn occupies the split-VGe configuration

(configuration 0) it tends not to share electrons with the P atom, which in turn

draws additional electron density to its vicinity. This is to be expected because

P has a high electronegativity, 2.19, compared to 1.96 for Sn and 2.01 for Ge.

The right panel shows the charge distribution when VGe and P species exchange

positions (configuration 1). Now P and Sn share electrons, which implies that

they are bonded. Equivalently, in Fig. 6.6 the two configurations for Hf are

shown, but it is clear that Hf still forms a bond even when it is in the split-VGe

configuration.
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Figure 6.3.: Partial densities of states of (a) perfect Ge, (b) one Sn atom in Ge
and (c) one Hf atom in Ge calculated using GGA+U .

At first, configuration 1 might appear to be more bound as the Sn/Hf atoms

form bonds with the P atom, but as the calculations show, the binding energies

of configuration 0 are nearly twice those of configuration 1 for both Sn and
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Figure 6.4.: Partial densities of states of (a) perfect Ge, (b) one Sn atom in Ge
and (c) one Hf atom in Ge calculated using HSE06 functional.

Hf.

To better understand this, the neighbours of each species forming these clusters
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Figure 6.5.: The charge density plots of configuration 0 (left) which shows
the Sn atom in the split-VGe configuration and configuration 1 for
(PSnVGe)

−1.

Figure 6.6.: The charge density plots of configuration 0 (left) which shows
the Sn atom in the split-VGe configuration and configuration 1 for
(PHfVGe)

−1.

were analysed and their bond lengths compared. The bond lengths of the nearest

neighbours (NN) to P are always shorter than those formed between Sn/Hf and

their neighbouring Ge atoms. The left panel of Fig. 6.7 shows there are two

NN Ge atoms with an average P-Ge bond length equal to 2.38 Å, whereas the

five Ge atoms form Sn-Ge bonds with lengths varying between 2.69 Å to 2.95 Å.

For configuration 1 the P atom is only surrounded by 2 NN Ge atoms with bond

lengths of about 2.37 Å and the Sn atom forms bonds of length 2.59 Å with

3 Ge atoms. This explains the much greater binding energy of configuration

0 compared to configuration 1 even when the P and Sn atoms do not share

electrons (see Fig. 6.5).

Similar atomic arrangements are exhibited by the (PHfVGe)
−1 cluster (see Fig. 6.8),
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Figure 6.7.: The nearest neighbours surrounding the P and Sn atoms in a
(PSnVGe)

−1. The number of nearest neighbours and their bond
lengths determines the stability of the cluster.

Figure 6.8.: The local environment showing the nearest neighbours species sur-
rounding the P and Hf atoms in a (PHfV )−1.

however, the P and Hf species come close enough to form a bond, which is

about 2.96 Å long, resulting in a much higher binding energy compared to the

(PSnVGe)
−1 cluster. In order to verify the role that Sn or Hf play in retarding the

diffusion of P, the binding energies of SnVGe and HfVGe clusters were calculated.

These were found to be −1.09 eV and −2.70 eV respectively as compared to the

binding energy of the (PVGe)
−1 cluster, which is −0.54 eV. These high binding

energies, in particular for Hf, mean that as the vacancy migrates across the lattice

and encounters an oversized atom, it is trapped, reducing the mobility of these

mediating species, even before they become part of the larger clusters.
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6.4. Conclusions

In summary, a GGA+U approach was used to investigate the impact of over-

sized isolated co-dopants on the migration of P in Ge. Codoping with Hf and

to some extent with Sn was predicted to significantly increases the migration

energy barriers of P via a VGe-mediated mechanism. In particular, we find that

strongly bound (PSnVGe)
−1 and (PHfVGe)

−1 clusters form, which trap the mi-

grating (PVGe)
−1 pair. Thus, the introduction of oversized isovalent codopants is

proposed as a possible point defect engineering strategy to limit P migration in

Ge. However, more work is needed to assess the damage caused by implantation

of Ge which could lead to high concentrations of vacancies and interstitials that

could participate in more complex defect reactions. Also the properties of the

residual PSn and PHf complexes need to be fully addressed to further support

the validity of this engineering approach.
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Aspects of this chapter have been published in Tahini et al. J.

Appl. Phys. 113, 073704, (2013) [164].

7. Codopoing with Antimony to

Control Phosphorous Diffusion in

Germanium

7.1. Introduction

G Ermanium is emerging as an important material for nanoelectronic de-

vices, not only due to its superior properties (lower dopant activation

temperatures, smaller band gap and high carrier mobilities) but also because

it has the highest dielectric constant (high-κ) of the group IV semiconductors

[156, 157, 160]. Although Si and Ge are isostructural, the vacancy is the domi-

nant intrinsic point defect only in Ge [2]. Vacancies can have a deleterious im-

pact on the fabrication of high performance Ge-metal-oxide-semiconductor field-

effect transistor (MOSFETs) or other Ge based devices [142]. In particular in the
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channel region of the device vacancies provide scattering centres degrading the

carrier mobility; in the source and drain junctions they act as recombination

sites increasing the leakage current. Finally in the n-type regions vacancies can

enhance donor atom diffusion or cause the deactivation of donor atoms via clus-

ter formation [2, 142]. It is important to constrain or reduce the concentration

of vacancies in Ge as they are the vehicle mediating donor atom diffusion and

also an important constituent of the clusters related to deactivation (for example

Asn(VGe)m or Sbn(VGe)m clusters) [144, 165]. To control vacancies a number of

point defect engineering strategies have been proposed [2, 122, 142, 158, 166].

A DFT study on P and As co-doping proposed that double-donor doping can be

an effective way to engineer the active donor concentrations [167]. That study

inspired the experimental investigation of Tsouroutas et al. [166] on P and As

co-doping. Tsouroutas et al. [166], however, concluded that although there is

a retardation of As diffusion the activation level of co-doped Ge is lower than

that of single-doped Ge. Recently Kim et al. [158] used P and Sb co-doping to

improve Ge n+/p junction diode characteristics. They concluded that P and Sb

co-doping has a beneficial impact upon the n-type dopant activation leading to

an increased forward biased current density in shallow junction diodes. Kim et

al. [158] hypothesise that the mechanism for the enhanced activation in P and

Sb co-doped Ge might be linked to local strain compensation (P is smaller than

Ge, whereas Sb is larger). The aim of the present study is to quantify the binding

of P and Sb to vacancies and the impact of co-doping on the migration energy of

these donor atoms in Ge.

7.2. Methodology

DFT implemented numerically in VASP was used to calculate the defect energet-

ics (binding energies, migration energies) [101]. A 2 × 2 × 2 Monkhorst-Pack

mesh was used to sample the Brillouin zone [38]. Energy and force convergence
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criteria and pseudopotentials similar to the ones used in previous chapters are

used here. All simulations were carried out at constant volume using the calcu-

lated perfect lattice parameter of Ge (5.5985 Å) in a 216 atom supercell. Elec-

tron spin-polarisation was accounted for in the simulations. DFT calculations

using semi-local exchange-correlation functionals underestimate the band gap

of Ge. In order to correct for this a GGA+U approach was used as implemented

previously, which was positively compared to the performance of the HSE06 hy-

brid functional [43, 155, 163]. Charged defect clusters were created by adding

or removing electrons from the simulation supercell. The 216 atoms supercell

was chosen to minimise the effect of the charged defect-defect interactions. In

addition, NEB results are taken as the differences between successive images

leading to the cancellation of spurious interactions.

7.3. Results

Figure 7.1.: Schematic of the ring mechanism of diffusion.

We first investigate the migration energy of the single negatively charged pair

(PVGe)
−1. It has been previously established that the V -mediated diffusion of

dopants in Ge proceeds via the ring mechanism of diffusion [2]. Fig. 7.1(a)

shows the ring diffusion mechanism for the (PVGe)
−1 cluster and Fig. 7.2 the
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energies associated with each step.

Figure 7.2.: Diffusion path of PV −1
Ge pairs.

The migration energy barrier (i.e. the step along the ring with the highest energy

barrier in Fig. 7.2) for the single negatively charged pair (PVGe)
−1 is 0.91 eV.

For completeness the migration energy barrier of the (SbVGe)
−1 pair was also

calculated (1.17 eV).

To consider the trapping of the (PVGe)
−1 pair to further donor atoms (P or Sb)

the following reactions were considered:

(PVGe)
−1 + P+1

s ↔ P2VGe

(PVGe)
−1 + Sb+1

s ↔ PSbVGe

(7.1)

The formation of these neutral clusters is promoted by the attraction of the

oppositely charged components. The PSbVGe cluster is more bound compared

to the P2VGe cluster (−2.03 eV and −1.83 eV respectively) because the over-

sized Sb atom benefits more from the relaxation near the vacant space of the

(PVGe)
−1 pair. This is also indicated by the binding energies of the (SbVGe)

−1

and (PVGe)
−1 pairs, which are−1.19 eV and−0.93 eV respectively. Interestingly,

for the (SbVGe)
−1 pair, the oversized Sb atom occupies the space between two
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semi-vacant lattice sites, leading to a configuration known as the split-vacancy

configuration [135]. The present study reproduces this configuration in agree-

ment with the previous DFT study of Höhler et al. [135]. Importantly, the

difference in binding energies, in favour of the Sb atom, reveal that it will have

a greater radius of influence to attract migrating (PVGe)
−1 pairs as compared to

P atoms.

Figure 7.3.: Diffusion path of PVGe pairs in the presence of a second P atom.

The next issue that needs to be considered is the mobility of the P2VGe and

PSbVGe clusters. Figs. 7.3 and 7.4 show the energies of the diffusion paths for

the P2VGe and PSbVGe clusters along the ring mechanism (Fig. 7.1(b)). The

P2VGe and PSbVGe clusters have migration energy barriers 1.92 eV and 1.94 eV

respectively, indicating that there is practically no difference. Both these migra-

tion energy barriers are higher by more than 1 eV compared to the (PVGe)
−1 pair

and therefore the association of the pair with a further donor atom via Eq. 7.1

will lead to it being less mobile. For the P2VGe pair, this was previously estab-

lished by the study of Brotzmann et al. [168]; however, for mixed clusters there

has been no such information.

As mentioned earlier, Kim et al. [158] hypothesised that the mechanism for en-

hanced activation in P and Sb co-doped Ge is linked to local strain compensation.

The present study quantifies that mixed clusters such as PSbVGe are more bound
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than P2VGe (by −0.2 eV); however, we also find that such larger clusters (P2VGe

and/or PSbVGe) will be less mobile compared to the (PVGe)
−1 pair.

Next we consider how these binding and migration energies compare with P co-

doped with an isovalent dopant. In a recent DFT study it was shown that the

binding energy of the (PHfVGe)
−1 cluster is −3.55 eV and therefore more ener-

getically favourable compared to the PSbVGe cluster by about 1.5 eV [168]. This

in turn implies that Hf will be more effective than Sb in trapping the (PVGe)
−1

pair. However, the singly positivly charged Sb atom can have an advantage in

attracting the negatively charged (PVGe)
−1 pair via a Coulombic interaction (and

as such it is expected to have a larger radius of influence).

At this point, one needs to consider whether the (PHfVGe)
−1 or the PSbVGe clus-

ters would be more efficient precursors for the formation of the larger P-vacancy

clusters that could lead to the deactivation of a significant part of the P dose.

Considering that the (PHfVGe)
−1 clusters are singly negatively charged it is un-

likely that they will attract the migrating (PVGe)
−1 pairs or the doubly negatively

charged vacancies. They are also practically immobile as they have high migra-

tion energies. Conversely, the P2VGe and PSbVGe clusters are neutral and thus

larger clusters may still be formed as predicted via DFT/mass action analysis

approaches (see Chroneos et al. [144]). The formation of these clusters is also

supported by experimental work in n-type doped Si [169–171] and Ge (Bruno

et al. [165]).

The recent study of Schneider and Bracht [172] highlighted that a supersatu-

ration of Ge interstitials can suppress the formation of dopant-vacancy clusters.

This approach is thus advantageous to maximise the activation level of donor

atoms in implanted Ge [172]. The difference between P-doped Ge and Ge co-

doped with P and Sb may in part be reconciled by the differences in the defect

structure established under implantation and the subsequent rapid thermal an-

nealing. The impact of Ge interstitial in these processes needs to be detailed in
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Figure 7.4.: Diffusion path of PVGe pairs in the presence of an Sb atom.

future theoretical work.

7.4. Conclusions

In this chapter, a GGA+U approach was used to quantify the influence of co-

doping and the formation of PSbVGe clusters on the activation energy for migra-

tion of P or Sb in Ge. It is predicted that the formation of strongly bound PSbVGe

clusters, results in the trapping of the (PVGe)
−1 pair and retards its transport by

increasing the migration activation energy. The present study is consistent with

previous experimental studies but the exact mechanism of donor-vacancy cluster

formation and deactivation in Ge needs to be further clarified.
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8. Interaction of Palladium Defects in

Germanium

8.1. Introduction

M Etal induced lateral crystallisation (MILC) is regarded as an efficient

pathway to produce polycrystalline-Ge with large grains, at much lower

temperatures than Si [173]. Several metals are conventionally used as crys-

tallisation inducers including copper (Cu) [174], nickel [175, 176] and palla-

dium(Pd) [177], with the latter having the largest effect in reducing the crys-

tallisation temperature [177, 178]. With MILC, Ge is grown on a thin film of

Pd, which acts as a seed initiating crystallisation. The relative thickness [179]

and residual Pd remaining after crystallisation are detrimental to device opera-

tions.
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Unlike Si, diffusion in Ge is vacancy (VGe) mediated (established both theoreti-

cally and experimentally) [2, 122]. Experimental work carried out by Timmers

et al. [180] suggests that Pd binds to a neighbouring Ge vacancy. This was fur-

ther supported by Abiano et al. [181] who used a mixture of time differential

perturbed angular correlation spectroscopy and DFT calculations to study the

interactions of Pd with VGe, concluding that these are more bound under p-type

than n-type doping conditions.

The aim of this chapter is to study in more detail the formation of charged

Pd−defect clusters and determine their stability across the band gap of the host

Ge crystal and also to investigate the migration energy of this defect through the

lattice along with its electronic activity.

8.2. Methodology

The calculations presented employ the screened hybrid functional HSE06 [43,

44], as implemented in VASP [101]. The standard mixing fraction of 25% is

used for the short-range portion of the exchange potential while the remaining

75% together with the long-range portion are described using the traditional

semilocal potential given by the PBE functional [37]. The value of the screen-

ing parameter µ = 0.207 Å−1. Pseudopotentials employing projector-augmented

wavefunctions [55] are used treating 4 and 10 electrons as valence for Ge and

Pd respectively. To describe wavefunctions, a basis set using plane-waves was

expanded up to 400 eV. Supercells with 64 atoms were used to model point de-

fect interactions in Ge. The Brillouin zone was sampled using a 3 × 3 × 3 mesh

generated using the Monkhorst-Pack scheme [38]. Convergence tests presented

in Chapter 2 showed that total energies were converged to within 2 meV. Ener-

gies and forces were iterated with tolerances set to 1 × 10−5 eV and 0.01 eV/Å

respectively. Defect formation energies are calculated using Eq.5.2.
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The chemical potential of Pd, µPd is calculated as the energy per atom of Pd

metal in its solid state assuming a face-centred cubic structure [182].

The calculations entail periodic repetitions of the supercells in space. This intro-

duces spurious interactions that are inversely proportional to the defect-defect

separation [58, 126]. The computational cost of hybrid calculations hinders the

use of large supercells. An accurate and efficient scheme is needed to account

for any unphysical Coloumbic interactions. One such scheme is that formulated

by Freysoldt et al. [8, 9] which has proven efficient in several previous studies

[183, 184].

8.3. Results and Discussions

The accuracy of the HSE06 functional is reflected in a good electronic and struc-

tural description of solid systems [67–69]. In the case of Ge a lattice parameter

of 5.71 Å is obtained compared to the experimental value [71] of 5.66 Å at 0 K

as was shown in Sec.3.2. In particular, a band gap for Ge was calculated which

agrees well with experimental values.

Large substitutional atoms next to a vacancy in Ge often occupy a split-vacancy

(split−VGe) configuration [135] in which the substitutional species occupies an

interstitial site with two adjacent VGe. The covalent radius of Pd is 1.39 Å[185]

which is the same as that of tin (Sn) or antimony (Sb) both of which have

been shown to favour the split−VGe configuration over a simple substitutional-

vacancy (PdGeVGe) pair [117, 118]. Thus, the formation energies of PdGeVGe

and Pd−split−VGe were calculated in both the neutral state and for charges

ranging from +4 to −4 as a function of the Fermi level as shown in Fig. 8.1.

The difference in energy between {Pd− split−VGe}q and {PdGeVGe}q is about

1 eV across the entire band gap. Therefore the split−VGe configuration is signifi-

cantly more stable. This was not considered in previous studies and the assump-
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Figure 8.1.: Formation energies of Pd-vacancy pairs in the formal vacancy
(PdVGe) and the split-vacancy (Pd-split-VGe) configuration.

tion was made that a Pd atom will occupy a substitutional site and pair with a

neighbouring VGe [181]. Fig. 8.1 also shows that the neutral, −1 and −2 charge

states are likely to form for {PdGeVGe}q while only the −1 and −2 charge states

will exist for {Pd− split−VGe}q. When the electron chemical potential is at the

top of the valence band {Pd− split−VGe}−1 has a formation energy of 2.16 eV

which drops linearly with µe until a transition, ε(−/ =), occurs at µe = 0.34

eV (which is nearly half way through the band gap) to form {Pd− split−V }−2.

The absence of other charge states can be attributed to the small band gap of

Ge. This indicates that {Pd− split−VGe}q and {PdVGe}q can act as single and

double electron acceptors. Palladium atoms occupying interstitial and substi-

tutional sites, Pdint and PdGe respectively, were also investigated for the same

charge range. Pdint appears only as a neutral species across the entire band gap

(see solid line at 0.83 eV in Fig. 8.2). {PdGe}q maintains a neutral charge state

until a transition occurs at ε(0/−) = 0.46 eV. Pd interstitials and substitutional

atoms possess lower formation energies than {Pd− split−V }q, or {PdGeVGe}q

pairs and as such they are expected to be present in higher concentrations.
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Figure 8.2.: Formation energies of substitutional and interstitial Pd defects.

It was observed experimentally that the concentration of PdGe − VGe pairs in-

creased under p-doped compared to n-doped conditions [181]. This difference

was attributed to size effects. At first sight this seems to be at variance with

our calculations which indicate that the formation energy of PdGe − VGe pairs is

higher closer to the top of the valence band. However, in order to maintain crys-

tal charge neutrality, equal concentrations of unlike charges should be present at

all times [186]: ∑
D,q

q[Dq] + [h•]− [e′] = 0 (8.1)

where [Dq] is the defect concentration, and [h•] and [e′] are the hole and elec-

tron concentrations respectively. Therefore, unless there are charge compensat-

ing species present, low defect formation energies are not a guarantee for these

defects to form. From Fig. 8.1, under p-doping conditions neutral and singly

negatively charged Pd−V pairs are present; the former will not need a compen-

sating defect while the latter will need singly positively charged defect or holes

in the valence band, which is accessible under p-type doping conditions.
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Figure 8.3.: The densities of states of the defects most likely to form in ascending
order of stability, with Pd-split-V −1

Ge being the least and Pd−1
Ge the

most stable.
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Figs. 8.3(a)-8.3(e) show the densities of states of the defects shown in Fig. 8.1

and 8.2 in increasing order of stability. In all cases, the top of the valence band

is dominated by Ge−p orbitals followed by Pd−d orbitals. Fig. 8.3(a) and 8.3(b)

show DOS for the split−VGe configuration. {Pd− split−VGe
−1} shows states due

to Ge above the Fermi level close to the valence band.

The states introduced into the band gap would be detrimental to semiconductor

device operation. After the transition to charge −2 we see that the Ge electronic

structure is retained and the band gap recovers with the absence of any states

within the band gap. This is also the case for Pdint which shows no states within

the band gap. It should be noted that due to the small supercell size used, it

is possible for defects in neighbouring images to interact forming an artificial

band of states. This could explain the appearance of a continuous energy states

throughout the band gap in the case of Pd−1
Ge .

In Ge, vacancy mediated diffusion processes are common. Thus here the trans-

port of Pd is modeled using the ring mechanism, which have been studied in

previous chapters. This is shown on the top of Fig. 8.7. The migration barrier for

this process, which corresponds to the step with the highest energy, is 1.77 eV.

This is higher than the barriers calculated for atoms of similar size in Ge. In the

case of Sb the barrier is 1.14 eV and for Sn it is 1.47 eV (see Chapter 5). This,

coupled with the low formation energies of Pd defects, will result in them being

mobile posing problems in devices requiring well defined dopants profiles.

Three more mechanisms for the diffusion of Pd were investigated. These are the

direct interstitial mechanism, Pdint 
 Pdint, and the dissociative mechanism,

PdGe 
 Pdint + VGe, similar to the one used by Frank and Turnbull to explain

the fast diffusion of Cu in Ge [7] and finally the kick-out mechanism in which

an interstitial Pd atom moves towards a Ge atom displacing it from its normal

lattice site towards an interstitial site and occupying its place, Pdint 
 PdGe +

Geint.
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Figure 8.4.: The migration barrier for a PdVGe following the ring mechanism
process of diffusion.

The mechanism of Pd diffusion in Ge exhibits a resemblance to the mechanism

of Cu diffusion. The barrier for a direct interstitial mechanism of Pd in Ge is

0.03 eV which is very low making Pd a very fast diffuser in Ge (compare this to

0.08 eV for Cuint in Ge [187]). The start and end points of Fig. 8.5 are hexagonal

interstitial sites. The two barriers are due to Pd passing through tetrahedral sites,

one before and one after the saddle point. The energies of these two sites differ

by no more than 0.001 eV. The low formation energies of Pdint (see Fig. 8.2)

indicates that these defects will be present in high concentrations and can take

part in diffusion processes.

The activation energy is defined as the sum of the formation and migration (Hm)

energies of the defect under consideration [18]:

Qa = Ef +Hm (8.2)

This results in an activation energy of 0.86 eV. In comparison, the activation

energy of direct interstitial diffusion of Cu in Ge was found to be 1.46 eV [188].

This indicates that Pd is a very fast diffuser in Ge.

The migration energy of PdGe to move from a substitutional site into an intersti-

129



-0.005

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

Reaction Coordinate

M
ig

ra
ti
on

B
ar

ri
er

(e
V

)

H
m = 0 03 eV.

Figure 8.5.: The migration barrier for a direct interstitial process, Pdint 
 Pdint.
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Figure 8.6.: The migration barrier for a dissociative mechanism (Frank-Turnbull
[7]), PdGe 
 Pdint + VGe.

tial site leaving a behind a vacancy is 1.11 eV as shown in Fig. 8.6. The reverse

process, that is, Pdint+VGe 
 PdGe is a favourable process that proceeds without

a kinetic barrier.

The kick-out mechanism by which Pdint displaces a GeGe has an energy bar-

rier of 2.63 eV, whereas, the reverse reaction has a barrier of only 0.65 eV (see

Fig. 8.7). It is therefore possible with the low interstitial formation energies to

create a high concentration of Pd atoms which can diffuse via a direct interstitial

mechanism, and which will follow a Frank-Turnbull mechanism when encounter-

ing a VGe forming PdGe. This can then be displaced by Geint as mentioned above
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with a low barrier. This interplay between the three mechanisms above (direct

interstitial, Frank-Turnbull and the kick-out mechanisms) can provide a pathway

for diffusion of Pd in Ge at a low cost, making this defect very mobile.

8.4. Conclusions

In this chapter, first principles hybrid DFT was used to investigate the formation

and interaction of Pd-vacancy pairs, Pd interstitial and substitutional defects. It

was found that Pd favours a configuration where it is surrounded by two va-

cant sites. Interstitial and substitutional Pd are also found to be dominant given

their low formation energies. Transport of Pd is facilitated by a direct intersti-

tial mechanism coupled to Frank-Turnbull and Kick-out mechanisms, leading to

highly mobile Pd defects. This, together with the fact that many of the Pd defects

are electronically active, will overshadow many of the benefits brought about by

speeding the crystallization process in Ge.
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Part III.

Defects in III-V Semiconductors
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Parts of this chapter have been published in Tahini et al. J.

Appl. Phys. 114, 063517 (2013) [184].

9. Vacancies in III-V Semiconductors

9.1. Introduction

T He III-V family of semiconductors has been researched intensively for the

past three decades. In particular, gallium arsenide (GaAs) is the most stud-

ied semiconductor after silicon [189] and many of its bulk properties are well

understood and characterised [190].

The interest in these materials is due to their wide range of applications. For

instance, gallium antimonide (GaSb) is of interest for mid-infrared optoelec-

tronics and could play an important role in nanoelectronic devices [191]. GaAs,

indium arsenide (InAs) and their ternary alloys are increasingly used in fab-

ricating high speed electronics and they are at the heart of the International

Technology Roadmap for Semiconductors [192, 193]. The direct gaps of materials

such as InAs (0.42 eV), GaSb (0.81 eV) and indium phosphide (InP, 1.42 eV)
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[194] make them efficient light emitters, particularly in lasers and light emitting

diodes. The indirect band gap members (for example aluminium arsenide (AlAs)

and aluminium antimonide (AlSb)) find use in radiation detectors, where the in-

direct band gap suppresses radiative recombination, allowing the electron-hole

pair that was generated by an incoming photon more time to be detected.

With the constant downscaling and miniaturisation of electronic devices it is

always crucial to understand the nature and the evolution of the defects formed

during the growth processes and the interaction of these defects with various

doping species. The most simple case, that of self-diffusion, is still not fully

understood.

Atomic scale simulations are used extensively in studying III-V compounds [195–

197]. Nevertheless, there are still many open questions related to the formation

and migration of intrinsic and extrinsic defects and the charge transition levels

of the various species.

The principal aim of this chapter is to provide a consistent and systematic survey

of vacancies in binary III-V compounds. The chapter is organised as follows: in

Sec. 9.2 the methodology is discussed in terms of the computational parameters

employed. Sec. 2.4.1 briefly discusses the various charge correction schemes

and the method of choice. Results regarding each III-V semiconductor are pre-
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sented in Sec. 9.3. Finally, some remarks are made concerning trends, in terms

of electronegativity and covalent atom radii, and conclusions are drawn.

9.2. Methodology

VASP [101] was employed to predict defect formation energies, atomic and elec-

tronic structure. Electron electron exchange and correlation is described accord-

ing to the version of the GGA due to Perdew, Burke and Ernzerhof formalism

[37]. Pseudopotentials were generated according to the PAW method [54] and

a plane-wave basis with a cutoff energy of 400 eV was used. A few calculations

were carried out using 64 atom supercells but the majority employed 216 atom

supercells. The Brillouin zone was sampled according to the Monkhorst-Pack

scheme [38] using meshes of 3 × 3 × 3 and 2 × 2 × 2 for the 64 and 216 super-

cells respectively, in order to maintain a k-point density as constant as possible

across the various supercells. Energies and forces were iterated until conver-

gence thresholds of 1×10−5 eV and 1×10−3 eV/Å were achieved respectively. The

calculations were all spin-polarised and the simulations of the defect containing

supercells were carried out under constant volume conditions (i.e. lattice pa-

rameters and angles were fixed) while allowing atoms to fully relax. Formation

energies (Ef ) were calculated based on the formulation of Zhang and Northrup

[198] as detailed by El-Mellouhi and Mousseau [199]:

Ef = Etot(D, q)− Etot(perfect) +
∑
α

nαµα + qµe

± 1/2∆µ+ Ecorr

(9.1)

whereEtot(D, q) is the energy of the defective cell with a charge q andEtot(perfect)

is the energy of the perfect cell. nα is the number of atoms of type α that must
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be added (negative nα) or removed (positive nα) to the supercell to create the

defect, and µα is the chemical potential of species α. µe is the Fermi level ref-

erenced to the top of the valence band. ∆µ is the chemical potential difference

given by:

∆µ = (µV − µIII)− (µbulk
V − µbulk

III ) (9.2)

The upper sign of ∆µ in Eq. 9.1 stands for group V vacancies and the lower sign

stands for group III vacancies. This term has upper and lower bounds given by

−∆G ≤ ∆µ ≤ +∆G, where ∆G represents the Gibbs free energy of formation

of a compound and is given by:

∆GIII−V = µbulk
III−V − µ

bulk
III − µ

bulk
V . (9.3)

Finally, Ecorr is a formation energy correction term generated using the Freysoldt

et al. scheme [8, 9].

In this work standard PBE was used rather than hybrid functionals. In several

cases hybrid functionals have been shown to outperform other functionals in

describing the electronic structure and optical properties of materials, and thus,

they were assumed to be accurate and superior in all other cases. However, the

focus here is not on the absolute values of the formation energies but rather on

the the trends produced by changes in the composition from group III to group

V as will be shown in Sec. 9.3.

9.3. Results

9.3.1. Lattice, Elastic, Thermodynamic and Electronic Properties

The effectiveness of the computational approach used to predict property trends

is first tested by calculating the lattice parameters, thermodynamic, electronic
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and elastic properties of III-V binary compounds (see Chapter 3). Lattice param-

eters are all in fairly good agreement with experimental data but, as expected

from GGA calculations, are all slightly overestimated in comparison with experi-

ments. The calculated Gibbs free energy of formation as defined by Eq. 9.3 were

compared with experimental values as presented in Sec.3.3.4, and are all within

the level of accuracy expected using this technique [84, 85]. Conversely, pre-

dicted dielectric constants are both larger and smaller than experimental values.

Compounds incorporating larger atoms have higher dielectric constants. The

elastic constants (c11, c12 and c44) are shown in Table 3.6. Again the predic-

tions follow the experimental data with compounds (AlP, AlSb, GaP and GaSb)

showing very good agreement. Overall, the computational approach is seen to

reproduce a range of perfect lattice properties including those (i.e. elastic and

dielectric constants) that are important indicators of the ability to model the

response of a lattice to the incorporation of a defect.

9.3.2. Charge Correction

As mentioned above, in order to correct for the spurious interactions between

the periodic charged defects, the correction scheme due to Freysoldt et al [8, 9]

was employed. The technique has been demonstrated to efficiently correct for

charged defect interactions in smaller supercells [183, 200]. Tests were per-

formed on charged Ga and P vacancies in GaP using 64 and 216 atom supercells

(see Fig. 9.2). The uncorrected energies derived from the two cells clearly differ

for higher charges. The application of the charge correction scheme brings these

values into agreement, within ∼0.1 eV per vacancy.

The corrected results will be presented along with their interpretation focusing

on the stoichiometric conditions of the crystal. The figures show that the forma-

tion energies change under different growth conditions although we will initially

discuss defects under stoichiometric conditions.
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Figure 9.2.: Formation energies of (a) Ga and (b) P vacancies in GaP using 64
atom and 216 atom supercells. The left panels are the uncorrected
energies while those on the right are the formation energies cor-
rected using the correction scheme due to Freysoldt et al. [8, 9].
Lines are guide to the eye.

9.3.3. Aluminum-V Compounds

9.3.3.1. Aluminium Phosphide

AlP is an indirect band gap semiconductor (Eg=2.5 eV) that has found applica-

tion in light emitting diodes. Unlike other III-V materials this compound has not

been widely studied and as such many defect properties are incompletely under-

stood. A few studies [201, 202] were carried out on AlP that mostly focused on
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the electronic structure. Fig. 9.3 shows the formation energies of vacancies in

AlP for the charge that is most likely to form (i.e. of lowest energy at a given

value of the Fermi level). Thus aluminium vacancies are most stable in their

neutral, −1, −2 or −3 charge states depending on the level of doping in the

material. Positive charge states have higher formation energies and are thus not

likely to form. The formation energy of V0
Al is 4.42 eV at a Fermi level of 0 eV and

under stoichiometric conditions. Here and subsequently, the term stoichiometric

conditions is used to imply ∆µ = 0, that is assuming a dilute limit where the ele-

mental compositions are equal. This point occurs by definition between the two

extrema which corresponds to group III (∆µ = −∆G) and group V (∆µ = ∆G)

rich conditions [203]. The defect formation energy then indicate the driving

force to alter the stoichiometry of the system. This defect begins to decrease

in concentration as the charged defect VqAl starts to form as the Fermi level in-

creases. The formation energies of charged defects can fall as low as 1.26 eV (for

V−3
Al ). The defect energy transition levels, ε(0/−) and ε(−/ =) occur at 0.81 eV

and 1.42 eV above the valence band and ε(= / ≡) occurs at 0.38 eV below the

conduction band. For all charges VqAl exhibits Td point group symmetry.

Phosphorous vacancies occur in the +1, 0, −1, −2 charge states. Under extreme

p-doping conditions V+1
P will have a formation energy of ∼ 2.61 eV; this will

keep rising with increasing µe until the neutral vacancy becomes dominant under

nearly intrinsic doping conditions, with a formation energy of 3.88 eV. The lower

formation energy of V+1
P implies that up to µe = 1.2 eV P vacancies will dominate

in AlP, and beyond this V−2
Al and V−3

Al are more easily formed.

9.3.3.2. Aluminium Arsenide

AlAs, with a 2.23 eV indirect band gap, is important for high electron mobility

transistors and optoelectronic devices [194]. It exhibits trends similar to those of

AlP in terms of what charge states are favourable and the dominant vacancy at
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Figure 9.3.: Lowest energy vacancy formation energies for VqAl and VqP in AlP as-
suming the most stable charge state (neutral or charged) as a func-
tion of the Fermi level.

a given doping level. V0
Al is most stable under heavy to moderate p-doping with

a formation energy of 3.62 eV. Under intrinsic conditions V−1
Al and V−2

Al are most

likely to compete as they both have similar formation energies but, as would be

expected, at higher Fermi level the more negative charge state will become more

prevalent. The VqAl defect level transitions occur at or near the middle of the

band gap implying that they are all deep level traps. The point group symmetry

of VqAl in all the charge states considered here is Td.

VqAs favours the +1 charge state under p-doping up to intrinsic levels where

V0
As with a formation energy of 3.83 eV prevails. With higher n-doping levels

the vacancy captures more electrons moving from 0, −1 to −2 with formation

energies reaching 2.42 eV in highly n-doped regimes. This is also accompanied
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Figure 9.4.: Lowest energy vacancy formation energies for VqAl and VqAs in AlAs
assuming the most stable charge state (neutral or charged) as a func-
tion of the Fermi level.

by a series of changes in point group symmetry from D2d for V0
As to C2v for

V−1
As and back to D2d for V−2

As . The formation energies of these defects remain,

however, higher than the corresponding values for VqAl, which for most of the

Fermi level region maintain a difference of about 1 eV from VqAs.

9.3.3.3. Aluminium Antimonide

Similar to AlP and AlAs, AlSb has an indirect band gap of 1.69 eV with appli-

cations in long-wavelength optoelectronic and photon detectors [204]. Fig. 9.5

suggests that V0
Al appears only for a narrow range of Fermi levels close to the

valence band. This then gives way to −1, −2 and the −3 charge states. V0
Al

141



has a formation energy of 2.61 eV, which is the same value obtained by Åberg

et al. [205]. The formation energies for negatively charged states fall until, un-

der heavy doping conditions, the formation energy of V −3
Al drops to a negative

value of about -0.5 eV, close to the prediction of Du [206]. This implies that

under heavy n-doping conditions it will be energetically favourable for V−3
Al to

form.
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Figure 9.5.: Lowest energy vacancy formation energies for VqAl and VqSb in AlSb
assuming the most stable charge state (neutral or charged) as a func-
tion of the Fermi level.

VqSb has higher formation energies than VqAl across the entire bandgap. Under

p-doping the +1 charge state will form and remains stable up to µe = 0.55 eV

where the neutral vacancy supersedes it with a formation energy of 3.62 eV.

This value is only slightly different to that reported by Åberg et al. [205], who

calculated an equivalent energy of 3.42 eV.
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9.3.4. Gallium-V Compounds

9.3.4.1. Gallium Phosphide

GaP has a 2.35 eV indirect band gap, and when doped with nitrogen could be

used in light emitting diodes. The vacancies and defect levels have been stud-

ied from both experimental and computational points of view [207–210]. V0
Ga

has a formation energy of 4.09 eV, which is in good agreement with the value

of 4.17 eV reported by Höglund et al. [210]. The neutral vacancy V Ga
0 is only

present at low values of µe, and is rapidly replaced by negatively charged va-

cancies as µe rises In the first half of the band gap V−1
Ga and V−2

Ga are more likely

to form, but give way to V −3
Ga from close to intrinsic doping conditions up to ex-

treme Ga n-doping conditions. The stable transition levels ε(0/−), ε(−/ =) and

ε(= / ≡) occur at 0.24 eV, 0.72 eV and 1.18 eV respectively above the valence

band and hence form shallow and deep defect transition levels.

V+1
P starts from the top of the valence band with a formation energy of 2.43 eV

and continues to about 0.9 eV above the valence band when it captures an elec-

tron forming V0
P with an energy of 3.28 eV, in good agreement with the value

predicted by Höglund et al. [210] of 3.33 eV. This species appears to be stable

under light p-doping beyond which −1, −2 and −3 charge states form respec-

tively. The defect transition levels ε(+/0), ε(0/−), ε(−/ =) occur at 0.85, 1.10

and 1.59 eV above the valence band respectively and ε(= / ≡) at 0.28 eV below

the conduction band.

9.3.4.2. Gallium Arsenide

GaAs has been studied extensively [211–215]. Its 1.52 eV direct band gap makes

it suitable for uses ranging from integrated circuits to solar cells [189]. Remark-

ably, Fig. 9.7 indicates an absence of neutral Ga or As vacancies. VqGa does
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Figure 9.6.: Lowest energy vacancy formation energies for VqGa and VqP in GaP as-
suming the most stable charge state (neutral or charged) as a func-
tion of the Fermi level.

not favour any of the positively charged states and it starts by adopting the −1

charge at the top of the valence band. The defect level transition ε(−/ =) occurs

at 0.45 eV followed by ε(= / ≡) at 0.79 eV above the valence band implying

that under intrinsic and n-doping conditions V−3
Ga is the most prevalent charge

state. V+1
As has the lowest formation energy of 2.49 eV at the top of the valence

band, but captures two electrons when the Fermi energy reaches 0.56 eV to form

V−1
As . This is known as a negative-U transition, which is consistent with the obser-

vations of El-Mellouhi and Mousseau [199] and in agreement with other work

[215–217]. The negative-U transition, ε(+/−), takes place at 0.56 eV above the

valence band. The other two transitions, ε(−/ =) and ε(= / ≡), occur at 0.49 eV

and 0.18 eV below the conduction band. The neutral and negatively charged As
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Figure 9.7.: Lowest energy vacancy formation energies for VqGa and VqAs in GaAs
assuming the most stable charge state (neutral or charged) as a func-
tion of the Fermi level.

vacancies exhibit D2d point group symmetry while V+1
As possesses C3v symmetry.

Even though its existence is not predicted, the calculated value for the formation

of V0
As at ∆µ = 0 is 3.07 eV compared to 2.85 eV predicted by Murphy et al.

[218].

9.3.4.3. Gallium Antimonide

GaSb is an intermediate band gap material (Eg=0.81 eV) that could be used

in laser diodes, high frequency devices and photodetectors with high quantum

efficiency [191].

In GaSb, V0
Ga occurs at doping levels near the top of the valence band with a for-
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Figure 9.8.: Lowest energy vacancy formation energies for VqGa and VqSb in GaSb
assuming the most stable charge state (neutral or charged) as a func-
tion of the Fermi level.

mation energy of 1.79 eV. This undergoes a transition to V−1
Ga at ε(0/−)= 0.03 eV,

which renders it a shallow state. With increasing Fermi level, higher negative

charge states form leading to two more transitions ε(−/ =) and ε(= / ≡) at 0.22

and 0.42 eV above the valence band. Under very high n-doping conditions V−3
Ga

will achieve very low formation energies (∼ 0.05 eV). VqSb follows similar trends

to those of VqGa. V0
Sb has a formation energy of 2.73 eV, which is 0.94 eV higher

than V0
Ga. The formation energies of Sb vacancies remain 1.2-1.4 eV higher than

those of Ga vacancies at any given level of µe reported here. These large differ-

ences in the formation energies between the two species suggest that VqGa will

dominate and are likely to have much higher concentrations than VqSb. This has

significant consequences for the self-diffusion in GaSb. The prevalence of VqGa
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for all the charge states and values of µe considered is consistent with the sig-

nificantly higher diffusion of Ga (diffusion mechanism involving VGa) compared

with Sb [167, 219].

9.3.5. Indium-V Compounds

9.3.5.1. Indium Phosphide
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Figure 9.9.: Lowest energy vacancy formation energies for VqIn and VqP in InP as-
suming the most stable charge state (neutral or charged) as a func-
tion of the Fermi level.

InP is used as a substrate in optoelectronic devices and as a high-frequency elec-

tronic material due to its high electron mobility [220]. The calculated value

for the formation energy of V0
In is 4.14 eV, in good agreement with several pre-

viously calculated values [221–223]. The neutral vacancy is stable above the
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valence band and in the extreme p-doping regime, but eventually captures an

electron forming V−1
In with a transition ε(0/−)=0.18 eV. The following transi-

tions ε(−/ =) and ε(= / ≡) occur at 0.61 and 1.08 eV respectively. V+1
P becomes

dominant from the top of the valence band with a formation energy of 1.85 eV,

which is 2.29 eV less than V0
In. ε(+/0) occurs at 0.66 eV where V0

P becomes more

favourable with a formation energy of 2.51 eV. A second transition, ε(0/−), takes

place at 1.03 eV. V+1
P exhibits Td point group symmetry, while V0

P and V−1
P pos-

sess D2d point group symmetry.

The lower formation energy of VqP compared to VqIn for a wide Fermi level range

(up to µe ∼ 1.23 eV) implies that until the high n-doping regime P vacancies will

be the dominant species.

9.3.5.2. Indium Arsenide

InAs has a small direct band gap of 0.42 eV and as such has been used in long-

wavelength optoelectronics and electron quantum wells [194]. The In vacancy

forms in three charge states 0, −1 and −2. V0
In has a formation energy of

3.01 eV and dominates at the lower end of the Fermi level. At ε(0/−)=0.06 eV

V−1
In is favoured and dominates over a wide Fermi level range until µe=0.35 eV

whereupon V−2
In forms. However, VqIn remains much higher in energy than VqAs,

which under p-doping and light n-doping occurs as V+1
As with a formation en-

ergy of 2.00 eV at the top of the valence band. The stability of V+1
As extends to

µe=0.27 eV at which point V0
As forms at a cost of 2.27 eV in agreement with the

value 2.30 eV reported by Murphy et al. [218]. The As vacancy maintains a much

lower formation energy than VqIn suggesting that this will be the major vacancy

defect during the actual growth conditions of the crystal (see Sec. 9.4).
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Figure 9.10.: Lowest energy vacancy formation energies for VqIn and VqAs in InAs
assuming the most stable charge state (neutral or charged) as a
function of the Fermi level.

9.3.5.3. Indium Antimonide

InSb has one of the smallest band gaps in the III-V family of semiconductors

(Eg=0.24 eV) and possesses the highest electron mobility. These properties make

it useful in infrared optoelectronics including infrared detectors [224]. The small

band gap limits the possibility of different charge states forming and hence lim-

its the defect level transitions to at most one. For nearly the entire Fermi level

range V−1
In dominates except under extreme n-doping conditions when the tran-

sition ε(−/ =) = 0.23 eV results in V−2
In with a formation energy of 2.44 eV.

On the other hand, Sb vacancies have much lower formation energies starting

with 1.62 eV for V+1
Sb at the top of the valence band. This transforms into V0

Sb at

µe = 0.03 eV with a formation energy of 1.65 eV. These values are both much
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lower than those for V q
In.
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Figure 9.11.: Lowest energy vacancy formation energies for VqIn and VqSb in InSb
assuming the most stable charge state (neutral or charged) as a
function of the Fermi level.

9.4. The Influence of Growth Conditions: Stoichiometry

The above analysis assumed stoichimetric conditions, defined such that the com-

poundsâĂŹ chemical potentials satisfy ∆µ = 0. Varying ∆µ between −∆G

(group III rich) and +∆G (group V rich) allows investigation of poor and rich

growth conditions, which might be present when synthesising the various com-

pounds. In AlSb and GaSb the difference between the formation energies of Al

and Ga vacancies on one side and Sb vacancies on the other is at least 0.49 eV

and 0.94 eV respectively for stoichiometric conditions. Even under group III rich
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conditions Al and Ga vacancies remain lower in energy in these two compounds

as Ef in Eq. 9.1 will only increase by +∆G/2 which is 0.165 and 0.16 eV in

AlSb and GaSb respectively (see Fig. 9.5 and Fig. 9.8). The current values also

indicate an equivalent situation for InSb, where group V vacancies will still dom-

inate even under group V rich conditions (see Fig. 9.11) as +∆G/2 in this case

is 0.13 eV. Thus, for AlSb, GaSb and InSb, the dominant vacancy is independent

of the changes in growth conditions across the whole Fermi energy spectrum.

For the other six compounds, however, growth conditions can alter the dom-

inant vacancy type at some (although not necessarily all) values of the Fermi

energy. For instance, both VqAl and VqAs dominate in AlAs under Al rich and stoi-

chiometric conditions depending upon the Fermi level. However, under As rich

conditions, VqAl becomes dominant across the whole band gap (see Fig. 9.4).

GaAs behaves similarly so that while VqGa is always dominant under As rich con-

ditions, irrespective of the Fermi level, V q
As defects are dominant under Ga rich

conditions for Fermi levels of less than 0.6 eV. For higher Fermi levels V q
Ga again

dominates.

9.5. Trends in Formation Energies

In order to investigate the influence of the physical properties of group V atoms

on the vacancy formation energies, the compounds were categorised into three

sets, Al-V, Ga-V and In-V (where V = P, As and Sb). The Al-V compounds

favour the formation of VqAl for larger group V ions. AlP tends to favour VqV in

the first half of the band gap and then favours VqAl in the second half. Con-

versely, for AlAs, VqAl dominates at lower Fermi levels. Finally, in AlSb VqAl

prevails across the Fermi level. The changes in the formation energies and

these trends can be in part attributed to the electronegativities and the cova-

lent bond radii of the constituents. The electronegativities of the group V ele-

ments change as P(2.19)→As(2.18)→Sb(2.05) and the covalent radii as P(1.07
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Å)→As(1.19 Å)→Sb(1.39 Å) [185]. A similar trend is seen for Ga-V where VqGa

is the favourable vacancy species and for GaSb, in particular, VqGa forms with a

much lower energy than VqSb. However, for In-V the situation is different: the

group V vacancies are the lower energy species and only in InP does VqIn form

and then only under high n-doping conditions.

Table 9.1.: The formation energies of the group III and group V vacancies (eV)
for µe = Eg/2 under stoichiometric conditions (∆µ = 0). The val-
ues in parentheses correspond to the charge of the vacancy under
intrinsic conditions.

VIIIq

P As Sb

Al 3.98 (-1) 3.00 (-2) 1.74 (-2)

Ga 2.70 (-2) 1.82 (-2) 1.23 (-2)

In 3.51 (-2) 2.86 (-1) 2.57 (-1)

VVq

P As Sb

Al 3.86 (+1) 3.83 (0) 3.50 (-1)

Ga 3.20 (-1) 2.85 (-1) 2.36 (-1)

In 2.51 (0) 2.21 (+1) 1.65 (0)

To further investigate these trends, the formation energies of VqIII and VqV are

shown in Table 9.1 for µe = Eg/2, which to a good approximation corresponds

to the Fermi level of an intrinsic semiconductor [70]. The formation energies

decrease across the rows of the tables, that is, with increasing anion size and

decreasing electronegativity. This trend is not surprising given that electrons are

less bound to less electronegative atoms (which form weaker bonds that are eas-

ier to break, hence forming a vacancy with a relatively lower formation energy

(see Table 9.1)). AlP and AlAs anion vacancies have almost the same formation

energies of 3.86 and 3.83 eV at intrinsic Fermi levels, which is reflected by the

similar anion electronegativities of 2.19 and 2.18 for P and As respectively. Con-

versely, Sb has a much lower electronegativity, which is reflected by the different

and lower vacancy formation energy. The same is observed for Ga-V and In-V,
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Table 9.2.: The transition levels (in eV above the VBM) of group III and group V
vacancies.

System Defect Transition

ε(+1/0) ε(0/−) ε(−/ =) ε(= / ≡)

AlP VqAl · · · 0.81 1.42 2.13

VqP 1.27 1.80 2.31 · · ·

AlAs VqAl · · · 0.52 1.09 1.57

VqAs 1.01 1.34 1.71 · · ·

AlSb VqAl · · · 0.19 0.62 1.00

VqSb 0.52 0.71 0.99 1.41

GaP VqGa · · · 0.24 0.72 1.18

VqP 0.85 1.10 1.59 2.07

GaAs VqGa · · · · · · 0.45 0.79

VqAs 0.56 · · · 1.03 1.34

GaSb VqGa · · · 0.03 0.22 0.42

VqSb · · · 0.04 0.43 0.62

InP VqIn · · · 0.18 0.61 1.08

VqP · · · · · ·

InAs VqIn · · · 0.06 0.35 · · ·
VqAs 0.27 · · · · · · · · ·

InSb VqIn · · · · · · 0.23 · · ·
VqSb 0.03 · · · · · · · · ·

where the antimonides always have much lower formation energies than other

members in any given set.

Another important feature that can be seen in Figs. 9.3−9.11 is the absence of
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positive charge states for the group III vacancies. Also, group V vacancies do not

exhibit a positive charge beyond +1. There is some ambiguity in the literature

about the stable charge states for each of the vacancy defects. For example the

work here agrees with Du [206] and Åberg et al. [205] who predict 0, −1,

−2 and −3 charge states for VqAl in AlSb; however, Åberg et al. [205] predict

charges for VqSb ranging from +3 to −2. In the case of GaAs the predicted charge

states agree with El-Mellouhi and Mousseau [199], but are at variance with

those of Schultz and von Lilienfeld [215] and Northrup and Zhang [225] who

predict the stability of V+3
As . Significantly El-Mellouhi and Mousseau [199] used

the Makov-Payne [60] technique to correct for charged defects whereas Schultz

and von Lilienfeld [215] and Northrup and Zhang [225] did not employ such

correction schemes. For GaSb, we find that both vacancies are stable in charge

states ranging from 0 to -3 depending on the Fermi level, which is in agreement

with Virkkala et al. [226] in the case of VqGa. However, they predict the stability

of V+3
Sb under high p-doping conditions, which exhibits a negative-U transition to

the +1 charge state. Again we find a discrepancy when comparing to the work

of Höglund et al. [227] who studied InP, InAs and InSb. They found that in InP

VqIn exists in the −3 and −4 charge states and in InAs only the −3 state, whereas

the In vacancy in InSb undergoes a negative-U transition from charge state -1 to

charge state -3, which are the only two stable states. These variations could stem

in part from the different parameters used, such as the pseudopotentials and the

supercell size. In particular the charge corrections which are quite substantial for

the highly charged states do not normally yield the same results when different

schemes are used.

9.6. Summary

Vacancies in III-V semiconductors were investigated using first principle calcu-

lations. The formation energies were calculated for each vacancy, in different
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charge states, as a function of the Fermi level under stoichiometric conditions but

also for III and V rich conditions. The correction scheme due to Freysoldt et al.

[8, 9] was used throughout to correct for all charged defect interactions.

Considering vacancies at the semiconductor intrinsic Fermi level (µe = Eg/2),

the formation energies decrease with increasing ion size and decreasing elec-

tronegativity of the group V ion. It is calculated that group III vacancies and

group V vacancies have charge states in the range −3 to 0 and −3 to 1 respec-

tively depending upon the Fermi level.

Fabrication of III-V semiconductors requires control of the concentrations of the

defects that mediate transport, which include vacancies. This can be achieved by

altering the growth conditions, that is, making III or V rich or poor. The results

presented here suggest, however, that for III-Sb the growth conditions do not

alter the preference for one vacancy over the other. For all other compounds

changing the growth conditions can change the type of the dominant vacancy at

some values of the Fermi level but not for all Fermi level values.

The present systematic comparison of vacancy defects in the most important

group III-V semiconductors aims to serve as a roadmap for future investiga-

tions.
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10. Antisites in III-V Semiconductors

10.1. Introduction

I N the previous chapter we discussed the formation of vacancies in binary III-

V semiconductors under various growth conditions. We were able to demon-

strate a trend in the formation energies and relate that to the electronegativ-

ities and covalent radii of the constituent atoms. We also showed that the

antimonides prefer a specific type of vacancy regardless of the growth condi-

tions.

In this chapter, the focus will be on the formation of antisite defects in this family

of semiconductors. In highly ionic systems antisite defects are less favourable

due to the high Coulombic penalty to place an atom in the wrong sublattice

[18]. However, in covalent materials the tendency to form antisites becomes

greater as will be shown in the subsequent sections.
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10.2. Methodology

The calculations were performed using Vienna Ab initio Simulation Package

[101] with parameters controlling pseudopotentials, energy and forces conver-

gence criteria similar to those described in Chapter 9. The calculations were

performed in a 216 atom supercell and the Brillouin zone was sampled using

a Monkhorst-Pack grid [38] of 2 × 2 × 2. Formation energies and the growth

conditions are described by Eqs. 9.1 and 9.3. Charged defect interactions were

corrected using the scheme due to Freysoldt et al. [8, 9] which was tested and

described previously (see sections 2.4.5 and 9.3.2).

10.3. Results and Discussions

10.3.1. Aluminium-V Compounds

10.3.1.1. Aluminium Phosphide

Under stoichiometric conditions PqAl is much easier to form than AlqP. Under p-

doping conditions PqAl forms in the +2 charge state with a formation energy of

1.41 eV at the top of the valence band. This rises up to a Fermi level of 0.61 eV

when a transition to +1 charge state occurs. P0
Al occurs from near the middle of

the band gap and extends up to the n-doping region with a formation energy of

3.01 eV before making transitions to −1 and −2 at µe = 1.95 eV and µe = 2.12

eV respectively. AlqP forms in the +1 charge state at a much higher formation

energy (2.47 eV higher than P+2
Al at the VBM). At µe = 0.59 eV a transition to the

neutral state occurs.

As we move towards Al-rich conditions AlqP becomes the dominant defect for

the entire range of the band gap. The formation energy of P+2
Al is about 0.2
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Figure 10.1.: Lowest antisite formation energies for AlqP and PqAl in AlP assuming
the most stable charge state (neutral or charged) as a function of
the Fermi level.

eV higher than that of Al+1
P at the VBM. However, due to their charges, the

formation energies of the two antisites diverge and the difference becomes more

than 1 eV from the middle of the band gap up to the CBM where it reaches 2.45

eV.

As was mentioned above, PqAl is favoured under stoichiometric conditions; it is

therefore even more favourable in the P-rich regime. At the top of the valence

band P+2
Al has a very low formation energy of 0.09 eV whereas Al+1

P forms at 5.20

eV rendering it highly unlikely to be found in equilibrium even as the Fermi level

is shifted towards the CBM.
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10.3.1.2. Aluminium Arsenide
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Figure 10.2.: Lowest antisite formation energies for AlqAs and AsqAl in AlAs assum-
ing the most stable charge state (neutral or charged) as a function
of the Fermi level.

For stoichiometric conditions, AsqAl, which can form in the +1, neutral and −1

charge states, exhibits lower formation energies than AlqAs which in addition to

the charge states exhibited by AsqAl can also form in the −2 charge state. At the

top of the valence band As+1
Al needs 1.78 eV to form with a transition occurring at

µe = 0.46 eV to As0
Al which extends into the n-doping regime where an electron

is accepted at µe = 1.85 eV to form As−1
Al . Under p-doping and at the middle of

the band gap AlqAs is unlikely to form due to its large formation energy compared

to AsqAl. This starts to change rapidly as a transition ε(−/ =) occurs at 1.68 eV

which causes its formation energy to drop enough for it to form under extreme

n-doping conditions.
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Under Al-rich conditions AlqAs is dominant for the entire band gap with the sepa-

ration in formation energies between AlqAs and AsqAl reaching its maximum of 2.1

eV at the CBM. Moving to As-rich conditions will favour the Arsenic antisites for

the whole Fermi level region with large formation energy difference between the

two antisites (3.76 eV and 1.90 eV at the VBM and CBM respectively) making

AlqAs unlikely to form in equilibrium.

10.3.1.3. Aluminium Antimonide

AlSb exhibits a behaviour different to that of AlP or AlAs such that no one single

specie is favoured under certain growth conditions for the entire band gap.
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Figure 10.3.: Lowest antisite formation energies for AlqSb and SbqAl in AlSb assum-
ing the most stable charge state (neutral or charged) as a function
of the Fermi level.
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Under stoichiometric conditions SbqAl which exists in singly positively, neutral

or singly negatively charged states dominates under p-doping conditions. At the

VBM the formation energy of Sb+1
Al is 1.23 eV. This undergoes a transition to Sb0

Al

at µe = 0.41 eV. The region of stability of Sb0
Al extends the middle of the band

gap into the n-doping regime. AlqSb, on the other hand, can form in the neutral,

singly negatively and doubly negatively charged states. The transitions ε(0/−)

and ε(−/ =) occur at 0.25 eV and 0.67 eV respectively. The −2 charge on Al−2
Sb

guarantees that its formation energy will fall rapidly and will overtake that of

SbqAl at µe = 0.93 eV until it reaches its minimum of 0.11 eV at the CBM.

Moving towards Al-rich conditions will lower the overall formation energies of

AlqSb while at the same time raising that of SbqAl allowing the Al antisites a wider

range of stability which extends from µe = 0.52 eV to the CBM. Below this Fermi

level Sb+1
Al will dominate under p-doping conditions and also marginally in the

neutral charge state (see the left panel of Fig. 10.3). Under Sb-rich conditions

the preferences are reversed. Now, SbqAl will exist over a wider Fermi level range

extending from the VBM for which it has a formation energy of 0.90 eV up to

µe = 1.23 eV where AlqSb takes over. The formation energy of AlqSb antisites

decreases as the level of n-doping is increased until its lowest formation energy

of 0.45 eV is achieved at the CBM.

10.3.2. Gallium-V Compounds

10.3.2.1. Gallium Phosphide

In GaP, GaqP and PqGa show a competition under p-doping conditions where the

difference in formation energy is only about 0.7 eV at the VBM with PqGa being the

favourable specie. As the P antisite is in the +2 charge state, its formation energy

increases with the Fermi level until a transition to the +1 charge state occurs

at 0.48 eV; the formation energy of the singly charged antisite also increases
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with Fermi energy, but at a slower rate. This increase reduces the difference in

formation energies with the Ga antisite which exists very briefly in the +1 charge

state which acts as a shallow acceptor with a transition at µe = 0.07 eV to the

neutral charge state and a further transitions to the −1 charge state at µe = 1.00

eV.
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Figure 10.4.: Lowest antisite formation energies for GaqP and PqGa in GaP assum-
ing the most stable charge state (neutral or charged) as a function
of the Fermi level.

Above a Fermi level of 0.59 eV Ga−1
P becomes the lowest energy specie. This de-

fect accepts an additional electron as the Fermi level rises above 1.05 eV, making

it more sensitive to further changes in the Fermi level. Under extreme n-doping

conditions, but before the Fermi energy reaches the CBM, its formation energy

drops below 0 eV.

Under Ga-rich conditions, Ga antisites are clearly the favoured species for the
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entire band gap with the much higher formation energy of PqGa hindering their

formation in comparison to their Ga counterparts. In the realm of P-rich growth

conditions, PqGa are stable for a wider range of values of the Fermi energy and

are only superseded by GaqP at µe = 1.66 eV.

10.3.2.2. Gallium Arsenide

Antisites and their complexes are widely studied in GaAs [228, 229] as many in-

teresting optical and electrical properties are attributed to them. These include

the EL2 centres which are deep donor levels at the midgap [230, 231], the pres-

ence of which was associated to AsGa under As-rich conditions [231, 232].

In GaAs, the two antisites, GaqAs and AsqGa, are possible to form under stoichio-

metric conditions. AsqGa is favoured under p-doping up to a Fermi level of 0.52

eV when GaqAs takes over. AsqGa is stable in the +1 and neutral charge states.

As0
Ga has a formation energy of 1.95 eV which is in close agreement with the

results of Pöykkö et al. [217] who obtained 2.29 eV for the same defect under

the same conditions. The stable charges for GaqAs are −1, −2 and −3. These

highly negative charges will lead to a rapid decrease in the formation energies

of GaqAs defects with increasing Fermi level.

Under Ga-rich conditions, GaqAs dominates for the entire of the band gap. Ga0
As

has a formation energy of 1.50 eV which is comparable to the 1.70 eV found

by Northrup and Zhang [225]. As mentioned above, the −2 and −3 charge

states of the GaqAs antisite imply a rapid decrease in its formation energy as a

function of the Fermi level. Above µe = 1.19 eV the formation energy drops

below zero.

As-rich growth conditions will favour AsqGa for most of the band gap. Only un-

der extreme n-doping conditions will Ga−3
As become favourable having nearly the

same formation energy as As−2
Ga. For comparison the calculated formation ener-
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Figure 10.5.: Lowest antisite formation energies for GaqAs and AsqGa in GaAs as-
suming the most stable charge state (neutral or charged) as a func-
tion of the Fermi level.

gies for AsqGa and GaqAs are 1.23 eV and 2.92 eV respectively which is in very good

agreement with the results of Schultz and von Lilienfeld [215] which are 1.27 eV

and 3.20 eV for these defects under As-rich conditions. As0
Ga is normally associ-

ated with EL2 centres either directly or in complexes incorporating VGa and Asint

[215, 231, 232]. Experimentally two defect levels are linked to the EL centres

one at Ev +0.54 eV due to the ε(+2/+1) transition and the other at Ev +0.77 eV

due to ε(+1/0) transition [233]. Using PBE the +2 charge state is not predicted

to be stable (see Fig. 10.5), whereas ε(+1/0) occurs at Ev + 0.19 eV. The re-

cent work by Komsa et al. [234] addressed this issue by assessing the various

functionals used to study AsqGa and came to the conclusion that hybrid function-

als are required for accurate defect levels (see also Sec. 12.2.1). However, the
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conclusions regarding the dominance of a certain defect under various growth

conditions are not expected to change qualitatively as the difference in formation

energies between some of these defects exceeds 1 eV on many occasions.

10.3.2.3. Gallium Antimonide

For GaSb, GaqSb is stable in the neutral charge state at the VBM with a formation

energy of 1.09 eV which is 0.36 eV lower than that of Sb+1
Ga. This result is in

good agreement with Hakala et al. [235], whose calculated formation energy

for Ga0
Sb is 1.13 eV. This implies a complete dominance of GaqSb throughout the

band gap under stoichiometric conditions as is shown in Fig. 10.6. The Ga0
Sb

antisite is only stable over a narrow range of Fermi energies above the VBM,

before accepting an electron to form Ga−1
Sb ; the shallow Sb acceptor level is at

ε(0/−)=0.04 eV which is identical to that calculated by Hakala et al. [235]. The

second transition occurs at ε(−/ =) = 0.27 eV, again in good agreement with

ε(−/ =) = 0.26 eV calculated by Hakala et al. [235].

Under Ga-rich conditions, the stability of GaqSb is further enhanced. Ga−2
Sb will

attain sub-zero formation energy beyond a Fermi level of 0.53 eV i.e when the

material is just slightly under n-type doping.

For Sb-rich conditions, SbqGa will be able to form in +1 charge state under p-

doping conditions but captures an electron and is converted into the neutral state

as the Fermi energy increases. However, even under Sb-rich conditions GaqSb is

still going to form and will surpass SbqGa in concentration beyond µe = 0.19

eV.
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Figure 10.6.: Lowest antisite formation energies for GaqSb and SbqGa in GaSb as-
suming the most stable charge state (neutral or charged) as a func-
tion of the Fermi level.

10.3.3. Indium-V Compounds

10.3.3.1. Indium Phosphide

For InP under stoichiometric conditions, the two antisites InqP and PqIn can form

in turn depending on the Fermi level. From the VBM up to µe = 1.14 eV PqIn is

the low energy defect and can exist in +2, +1 and the neutral charge states. For

P0
In the calculated formation energy is 2.20 eV which is in very good agreement

with the calculated value of 2.28 eV by Castleton and Mirbt [222] and agrees

very well with values obtained by Mishra et al. [236]. This agreement extends

to In0
P for which the formation energy of 2.67 eV is within 0.02 eV and 0.01 eV

from the result in Ref. [222] and Ref. [236], respectively.
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Figure 10.7.: Lowest antisite formation energies for InqP and PqIn in InP assuming
the most stable charge state (neutral or charged) as a function of
the Fermi level.

Under In-rich conditions, a brief competition can occur between In+1
P and P+2

In as

the difference in their formation energies is only 0.08 eV at the VBM. However,

this difference grows rapidly as P+1
In keeps rising in energy with the Fermi level

whereas InqP transits to the neutral state followed by the −1 and −2 charge

states. This leads to the difference in formation energies reaching 1.40 eV at the

CBM prohibiting the formation of P−1
In .

The situation is reversed dramatically under P-rich conditions. Here PqIn will be

favoured throughout the band gap starting from the VBM where In+1
P has a high

formation energy of 2.96 eV compared to 1.11 eV for P+2
In .
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10.3.3.2. Indium Arsenide

As can be seen from Fig. 10.8 antisites in InAS are dominantly charge neutral.

The low energy defect under stoichiometric conditions is AsqIn. As+1
In exists under

p-doping conditions before making a transition to the neutral charge state at

µe = 0.10 eV. InqAs is predicted to be less favourable due to its high formation

energy relative to AsqIn [Ef (As0
In)− Ef (In0

As)=0.64 eV].
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Figure 10.8.: Lowest antisite formation energies for InqAs and AsqIn in InAs assum-
ing the most stable charge state (neutral or charged) as a function
of the Fermi level.

Under In-rich conditions, InqAs will generally exhibit higher concentration than

their As counterparts. The reverse is true under As-rich conditions.

168



10.3.3.3. Indium Antimonide

Similar to InAs, the small band gap forbids the formation of many charged de-

fects in InSb. Again, we see here only the neutral and −1 charge states for InqSb

and the +1 and neutral charge states for SbqIn. The only two transitions that are

predicted from these calculations are ε(0/−) = 0.11 eV and ε(+1/0) = 0.09 eV

for InqSb and SbqIn respectively.
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Figure 10.9.: Lowest antisite formation energies for InqSb and SbqIn in InSb assum-
ing the most stable charge state (neutral or charged) as a function
of the Fermi level.

Stoichiometric conditions are in favour of the formation of SbqIn as shown in

Fig. 10.9; it is worth noting, however, that regardless of the value of the Fermi

level, the difference in formation energies between the two antisite defects is

not as large as the differences between other antistes. At the VBM Ef (In0
Sb) −

Ef (Sb+1
In )=0.27 eV and at the CBM Ef (In−1

Sb )−Ef (Sb0
In)=0.098 eV indicating a
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high competition between these two defects.

Changing the growth conditions towards In-rich will switch the preference to

InqSb, just as Sb-rich conditions will favour SbqIn.

10.3.4. Trends

The transition levels of all defects considered above are summarised in Table

10.1. The first noticeable feature is that only the phosphide anitsites (PqAl, PqGa

and PqIn) possess a stable +2 charge states and that the transition to +1 occurs

at Fermi levels that decrease down the group. The other feature is that, unlike

III-V vacancies which can form in the −3 charge state, none of the antisites with

the exception of GaAs favour this charge state.

In general, group III antisites dominate under group III rich conditions while

group V are dominant under group V conditions. There are a few exceptions

when, under certain growth and doping conditions, the two antisites compete to

form. This is the case for AlSb for which under stoichiometric conditions, SbqAl

dominates in the first half of the band gap and AlqSb in the second. Under Al-

rich conditions, the formation energy of SbqAl is low enough for it to form under

p-doping conditions before AlqSb becomes lower in energy. Likewise, under Sb-

rich conditions towards n-doping conditions AlqSb becomes more favourable. This

behaviour, in which the group III antisite becomes favourable under group V-rich

conditions under n-doping conditions is shared by GaP and GaAs.

Overall, group V antisites are most likely to form under stoichiometric condi-

tions. The only compound to favour group III antisites under stoichiometric

conditions is GaSb.

The formation energies of antisites under stoichiometric conditions for Fermi

levels in the middle of the band gap (µe = Eg/2) (intrinsic doping conditions)
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Table 10.1.: The transition levels (in eV above the VBM) of group III and group
V antisites.

System Defect Transition

ε(+2/+ 1) ε(+1/0) ε(0/−) ε(−/ =) ε(= / ≡)

AlP AlP · · · 0.59 1.11 1.66 · · ·
PAl 0.61 0.99 1.95 2.12 · · ·

AlAs AlAs · · · 0.19 0.70 1.68

AsAl · · · 0.46 1.85 · · ·

AlSb AlSb · · · · · · 0.25 0.67 · · ·
SbAl · · · 0.41 1.37 · · · · · ·

GaP GaP · · · 0.07 0.43 1.00 · · ·
PGa 0.48 0.58 1.84 2.25 · · ·

GaAs GaAs · · · · · · 0.26 0.61 1.33

AsGa · · · 0.19 1.08 1.39 · · ·

GaSb GaSb · · · · · · 0.04 0.27 · · ·
SbGa · · · 0.13 0.47 · · · · · ·

InP InP · · · 0.20 0.68 1.13 · · ·
PIn 0.11 0.50 1.28 · · · · · ·

InAs InAs · · · · · · 0.35 · · · · · ·
AsIn · · · 0.10 · · · · · · · · ·

InSb InSb · · · · · · 0.11 · · · · · ·
SbIn · · · 0.08 · · · · · · · · ·

are shown in Table 10.2. This shows a trend similar to the one established

in Chapter 9, in which the formation energies of IIIqV defects decrease as the

covalent radius of the group V atom increases, while the formation energies of

Vq

V defects decrease as either the group III or V covalent radius increases.
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Table 10.2.: The formation energies of the group III and group V antisites (in
eV) for µe = Eg/2 under stoichiometric conditions (∆µ = 0). The
values in parenthesis correspond to the charge of the vacancy under
intrinsic conditions.

IIIqV
P As Sb

Al 4.33 (−1) 3.39 (−1) 1.82 (−2)

Ga 1.93 (−2) 1.57 (−2) 0.60 (−2)

In 2.64 (−1) 2.19 (−1) 1.46 (−1)

Vq

III
P As Sb

Al 3.01 (0) 2.24 (0) 1.65 (0)

Ga 2.70 (0) 1.95 (0) 1.59 (0)

In 2.20 (0) 1.55 (0) 1.29 (0)

It can be noted from Table 10.2 that under stoichiometric growth and doping

conditions IIIqV defects exist in a −1 or −2 charge states. Ga-V compounds

favour the −2 charge state while In-V compounds will favour the −1 charge

state. The other remarkable feature is the prevalence of neutral charge for all

group V antisites. Furthermore, Table 10.2 indicates that under intrinsic condi-

tions:

(a) The lowest energy antisites for Al-V are the group V antisites (P0
Al, As0

Al

and Sb0
Al).

(b) The lowest energy antisites for Ga-V are the group III antisites (Ga−2
P , Ga−2

As

and Ga−2
Sb ).

(c) The lowest energy antisites for In-V are the group V antisites (P0
In, As0

In

and Sb0
In).

To appreciate the importance of antisites in III-V semiconductors, it is useful to

compare their formation energies with those of the vacancies obtained in Chap-

ter 9. A comparison between Tables. 9.1 and 10.2 reveals that antisites are
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Table 10.3.: The difference in formation energies Ef (vacancy) − Ef (antisite) =
∆Ef (in eV) between the favourable vacancies and antisites for each
of the III-V compounds for µe = Eg/2 under stoichiometric condi-
tions (∆µ = 0).

∆Ef

P As Sb

Al 0.85 0.76 0.09

Ga 0.77 0.25 0.63

In 0.31 0.66 0.36

lower in energy for all of the compounds considered. The largest difference

between antisite and vacancy formation energies occurs in AlP where the differ-

ence is Ef (V +1
P ) − Ef (P0

Al) = 0.85 eV and the least difference occurs in AlSb

where Ef (V −2
Al )− Ef (Sb0

Al) = 0.09 eV. The differences are summarised in Table

10.3.

Table 10.3 can be used to deduce the ratio of the antisite concentration to the

vacancy concentration by using the relation:

c = N exp(−Ef/kBT ) (10.1)

where c is the concentration, N is the number of sites available, kB is Boltz-

mann’s constant and T the temperature. As mentioned in Sec. 1.3, the depen-

dence of the calculated quantities in this work on temperature effects has been

neglected. In general these effects become important at elevated temperatures

and their magnitudes are defect dependent. The ratio of antisite concentration

cA to vacancy concentration cV can then be expressed as:

cA/cV = exp(∆Ef/kT ) (10.2)

where ∆Ef is the difference in formation energies between the favourable va-

cancies and antisites for each compound as given in Table 10.3. This implies

173



that concentrations of antisites can be orders of magnitudes higher than those

of vacancies under strict intrinsic conditions. However, bearing in mind that va-

cancies in many of the III-V compounds (all except InAs and InSb) are stable in

the −3 charge state (and thus strongly affected by the Fermi level) over a wide

range of Fermi levels, changing the Fermi energy can readily change the relative

concentrations of vacancies and antisites.

10.4. Conclusions

In this chapter, the formation energies of III-V antisites of different charges were

investigated under various growth and doping conditions. It was found that un-

der stoichiometric conditions and intrinsic doping conditions, antisite formation

energies decrease with the covalent radii of the constituent atoms.

Under strict intrinsic conditions, antisites are always lower in energy compared

to III-V vacancies. This is reversed under n-doping conditions as vacancies exist

in the −3 charge state which easily attain low formation energies leading to

higher concentrations. Understanding the effects of growth and doping on the

relative stabilities of different point defects is of paramount importance when

experimentally engineering the properties of these materials.
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Work in this chapter appears in Tahini et al. Appl. Phys. Lett.

103, 142107 (2013) [237].

11. Antisites and Anisotropic Diffusion

in GaAs and GaSb

T He significant diffusion of Ga under Ga-rich conditions in GaAs and GaSb is

counter intuitive as the concentration of Ga vacancies should be depressed

although Ga vacancies are necessary to interpret the experimental evidence for

Ga transport. To reconcile the existence of Ga vacancies under Ga-rich condi-

tions, transformation reactions have been proposed. In this chapter the forma-

tion energies of vacancies on both sublattices and the migration energy barriers

to overcome the formation of the vacancy-antisite defects are calculated.
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11.1. Introduction

Bracht et al. [219, 238] have determined that self-diffusion in GaSb is asymmet-

ric with Ga diffusing more rapidly than Sb by over three orders of magnitude

near the melting temperature. Furthermore, Ga self-diffusion is more significant

than Sb even under Ga-rich conditions. Ga-diffusion is mainly vacancy-mediated

in GaSb so one needs to understand the large disparity between the diffusion co-

efficients of Ga and Sb and the role of Ga vacancies (VGa) even under Ga-rich

conditions.

Bracht and Brotzmann [239] explain the diffusion of Zn in GaAs via the kick-out

mechanism that involves neutral and single positively charged self-interstitials.

In addition, VGa contributes to Zn diffusion via the dissociative mechanism [239].

Zn diffusion in GaAs is effectively a probe to determine the individual contribu-

tions of charged Ga interstitials (Gaint) and VGa to the total Ga self-diffusion

coefficient. Using Zn profiles from experiments on Zn diffusion under As-rich

conditions, Bracht and Brotzmann [239] fitted the Gaint and VGa contributions to

Ga self-diffusion in GaAs, obtaining results consistent with the total self-diffusion

coefficient. That is, the individual contributions are lower than the total Ga self-

diffusion. However, the situation is very different under Ga-rich conditions. Al-

though the same diffusion mechanisms (see Eqs. 2-4 of Ref. [239]) describe the

experimental Zn profiles and even the Ga profiles, the individual contributions

of neutral and positively charged VGa reduced to standard conditions (electroni-

cally intrinsic and to an As pressure of 1 atm), exceed the total Ga self-diffusion

coefficient [238]. It is striking that the same model that works for As-rich condi-

tions also accurately reproduces Zn profiles obtained under Ga-rich conditions.

One counter intuitive idea that may nevertheless explain the situation is that

significant concentrations of VGa exist and can evolve from VAs even under Ga-

rich conditions. The same idea was used by Sunder et al. [240] to explain the

abundance of VGa in GaSb under Ga-rich conditions. Few theoretical works have
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also investigated these transformation reactions in GaAs and GaSb. The work

of Chroneos and Bracht [167] supports the point of view that VGa in GaSb is

produced under Ga-rich conditions via a transformation reaction involving VSb.

Hakala et al. [235] also investigated along this avenue and found that a trans-

formation of VSb to GaSbVGa is exothermic while a transformation of VGa to

SbGaVSb is endothermic, and thus argued that these reactions can provide an

explanation for the observed highly asymmetric self-diffusion of Ga and Sb in

GaSb but without neglecting the role Gaint.

Apart from the investigation of vacancies, the present study will also focus on

the associations of antisite defects with vacancies. Using DFT, a detailed investi-

gation of the point defects is presented under different compositional conditions

(stoichiometric, Ga-rich and As/Sb-rich) and Fermi levels. To gain a complete

understanding of the processes, the kinetics of the transformation reactions are

also considered.

11.2. Methodology

The work presented here adopts the methodology used in Chapters 9 and 10 in

terms of supercell size, Brillouin zone sampling and cutoff energy along with sim-

ilar parameters controlling force and energy convergence criteria. Charged de-

fect interactions are similarly accounted for using the technique due to Freysoldt

et al. [8, 9].

11.3. Results and Discussions

It is important to consider how VGa are relevant in GaAs and GaSb. The zinc

blende structure has two sublattices, with each sublattice being occupied, ide-

ally, by atoms of one kind. The four nearest neighbour sites of every lattice site
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lie on the other sublattice, whereas the second neighbour sites lie on the same

sublattice. In the plane-passing mechanism proposed by Bockstedte and Schef-

fler [241] (for Ga diffusion in GaAs) a Ga atom at a second nearest neighbour

position with respect to a VGa moves towards it leaving its own site vacant. Thus,

the Ga atom moves towards the interstitial region along the diffusion plane that

is perpendicular to the (110) plane (see also Fig. 3 in Ref. [241]). The advantage

of the plane-passing mechanism is that it does not necessitate the formation of

defect complexes (such as VSbVGa in the triple-defect mechanism [242]) or the

creation of antisite disorder (such as in the ten-jump process [243]). This is be-

cause Ga self-diffusion is taking place on the Ga-sublattice and As self-diffusion

on the As sublattice. In recent DFT studies El-Mellouhi and Mousseau [244, 245]

considered other possible mechanisms for Ga self-diffusion in GaAs but predicted

that the plane passing mechanism is the most energetically favourable for V 0
Ga

and V −1
Ga (both with diffusion barriers of 1.7 eV) and also for V −2

Ga (diffusion

barrier 1.85 eV).

Results presented in Fig. 11.1 show that in GaSb, irrespective of the composition

conditions (i.e Ga or Sb rich) or Fermi level, the isolated VGa defect has a lower

formation energy than the antimony vacancy (VSb). Fig. 11.2 shows that for

GaAs the VAs is more favourable than the VGa for some p-type conditions in

stoichiometric and Ga-rich compositions; it is never more favourable in As-rich

compositions.

Bracht et al. [219] have proposed the transformation reaction VAs → VGa +GaAs

as a way to produce VGa from VAs in GaAs under Ga-rich conditions. Although

the transformation does not change the formation energy of VGa, which relates

to the unbound species concentration, it does introduce a population of GaAsVGa.

In essence, Bracht et al. [219] considered the formation of two isolated species;

however, as an intermediate process the vacancy-antisite pair is formed. For-

mally, the dissociation energy required to break up the pair defect also needs
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Figure 11.1.: Lowest energy vacancy and antisite-vacancy pair formation ener-
gies assuming the most stable charge state as a function of the
Fermi level for stoichiometric, Ga-rich and Sb-rich conditions for
GaSb.

to be calculated to gain a full understanding of the defect processes. This will

involve the VGa migrating away from the pair via the plane-passing mechanism

[241], effectively with a Ga atom at a second nearest neighbour position (with

respect to a VGa) moving towards it, leaving its own site vacant. Here we assume

that under experimental conditions all the vacancies will contribute to diffusion

at their sublattice. For such conditions the calculations, illustrated in Fig. 11.2,

reveal that it is energetically favourable to form isolated vacancies. In addi-

tion, a transformation reaction to form antisite-vacancy pairs for both materials

is calculated to assess the impact on the VGa concentration, as was proposed

experimentally. Figs. 11.1 and 11.2 report the antisite-vacancy pair formation
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Figure 11.2.: Lowest energy vacancy and antisite-vacancy pair formation ener-
gies assuming the most stable charge state as a function of the
Fermi level for stoichiometric, Ga-rich and As-rich conditions for
GaAs.

energies for the most stable charge states as a function of the Fermi level for

stoichiometric, III-rich and V-rich conditions in both GaSb and GaAs. The most

stable cluster configuration is predominantly the nearest neighbour GaAsVGa in

GaAs and SbGaVSb in GaSb regardless of composition. Considering first GaSb

under Ga-rich conditions, the GaSbVGa cluster has a low formation energy under

n-type conditions supporting the transformation reaction VSb → VGa +GaSb that

was previously proposed to explain the VGa mediated diffusion of Ga in GaSb

under Ga-rich conditions [219]. Under such conditions one should expect that

Gaint, GaSb and VSb are the favoured defects [219]. However, in their exper-

iments under Ga-rich conditions, Bracht et al. observed no intermixing of the
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Sb isotope structures even when VSb are supposed to be present. The present

study supports the view that isolated VGa are produced even under Ga-rich con-

ditions and are prevalent over VSb (Fig. 11.1). Again this is consistent with the

experimental evidence of significantly higher Ga self-diffusion compared to Sb

self-diffusion in GaSb. At any rate, the transformation reaction can add comple-

mentary VGa to the system.

In GaAs under Ga-rich conditions GaAsVGa have low formation energies espe-

cially for low Fermi levels where VAs have lower formation energies than VGa

(see Fig. 11.2). Therefore, GaAs and GaSb are similar under Ga-rich conditions.

Where the two materials differ is that under all conditions the SbGaVSb pair ex-

hibits a lower formation energy than the VGa; the analogous pair in GaAs (i.e.

the AsGaVAs pair) exhibits significantly higher formation energy under Ga rich

conditions.

The lower formation energies of the SbGaVSb pair suggests that the transforma-

tion reaction VGa → VSb + SbGa would form VSb even under Sb-rich conditions,

something that was not observed experimentally [219]. Hence to understand

the absence of these thermodynamically favourable species, the kinetics of the

transformation reactions are considered next by calculating the migration ener-

gies for these processes.

While the formation of VGa via transformation reactions can assist in achieving

the VGa equilibrium concentration one has to consider the migration energy bar-

rier that must be overcome to form the defect pair. A schematic representation of

the transformation reaction VAs → VGa + GaAs in GaAs is provided at the top of

Fig. 11.3(a). In essence a nearest neighbour Ga atom moves into the vacant As

site. This leads to the formation of the Ga antisite and a vacant Ga site. Analo-

gous mechanisms were also considered for VGa → VAs+AsGa, VSb → VGa+GaSb,

and VGa → VSb + SbGa in Figs. 11.3(b), 11.4(a), and 11.4(b).
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(a) (b)

Figure 11.3.: The migration energy barriers for (a) VAs → VGa + GaAs and (b)
VGa → VAs + AsGa transformation reactions in GaAs. On the top of
the figure is the initial and final state of the transformation reac-
tion. Cubes represent the vacant site, red spheres the As atoms and
purple spheres the Ga atoms. The reaction coordinates represent
the distance between the images along the path of the diffusing
species. Numbers in the figures represent the charge state of the
respective defects.

Figs. 11.3 and 11.4 report the energies along the path defined on the top of the

Figs. for GaAs and GaSb respectively. The charge states considered correspond to

the dominant values of the vacancy-antisite pair identified in Figs. 11.1 and 11.2.

It can be observed by comparing Figs. 11.3(a) and 11.3(b) and Figs. 11.4(a) and

11.4(b) that the lowest energy barriers, irrespective of the charge states, are for

the production of VGa via the respective transformation reactions. For example,

considering GaAs (see Fig. 11.3), the barrier to form doubly negatively charged

VAs +AsGa pairs (via VGa → VAs +AsGa, Fig. 11.3(a)) is more than 1.3 eV higher

compared to the barrier to form the doubly negatively charged VGa + GaAs pairs

(via VAs → VGa + GaAs, Fig. 11.3(b)).

It is evident that the transformation reactions leading to the production of VGa

are energetically favourable over the analogous reactions for all conditions in
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(a) (b)

Figure 11.4.: The migration energy barriers for (a) VSb → VGa + GaSb and (b)
VGa → VSb + SbGa transformation reactions in GaSb. On the top
of the figure is the initial and final state of the transformation
reaction.

both materials (Figs. 11.3 and 11.4). For GaSb this supports the model proposed

by Bracht et al. [219], namely that under Ga-rich conditions transformation re-

actions (VSb → VGa + GaSb) lead to the formation of Ga vacancies (Fig. 11.4).

At high Fermi levels the energy of this process is very low leading to the trans-

formation of VSb to additional VGa. Conversely the process VGa → VSb + SbGa

in GaSb (which appears favourable at high Fermi energies in terms of formation

energies in Fig. 11.1) is hindered by the high migration energy barriers (refer to

Fig. 11.4(b)) which renders the equilibration rate to be very slow. The picture in

GaAs is very similar, that is, the migration energy barriers for the production of

VGa via the transformation reactions is lower compared to the production of the

VAs.
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11.4. Conclusions

The results of the present study lead to counterintuitive conclusions as it is pre-

dicted that the concentration of VGa or GaAs/SbVGa pairs is significant and dom-

inant over group-V vacancies even under Ga-rich conditions for both GaSb and

GaAs. They are consistent though with the experimentally observed diffusion

behaviour in both materials. Transformation reactions under Ga-rich conditions

can provide complementary VGa but these reactions are not necessary to explain

the existence of VGa as they exhibit formation energies that are compatible with

high Ga diffusion. The kinetics of the processes help explain the suppression of

VAs/Sb, as the migration energies indicate that the rate at which the equilibrium

concentrations of these defects is attained is slow compared to the rates at which

VGa are produced.
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12. Conclusions and Outlook

"If I have seen further it is by standing on the shoulders of giants."

— Isaac Newton, physicist

12.1. Conclusions

A S the quest for silicon alternatives continues, the aim of this thesis was

to investigate some of the defect properties in interesting potential substi-

tutes, namely Ge and III-V compounds. In this work, DFT was used with various

functionals to study the formation and diffusion of point defects under different

doping and growth conditions.

In Chapter 3 the perfect crystal properties of Ge and III-V materials were pre-

sented. For Ge, GGA alone does not predict the correct electronic structure.

This was corrected using a +U term, which is as reliable as HSE06 in reproduc-

ing the experimental band gap. The lattice, elastic, thermodynamic and elec-

tronic properties of III-V semiconductors were compared using GGA, GGA+U

and HSE06.

In Chapter 4 the effect of strain on the electronic structure of Ge was inves-
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tigated. Here, both tensile and compressive strain were applied biaxially and

uniaxially and in total six different planes and directions were considered. It

was found that in general the application of strain converts Ge into a direct band

gap material. The results were validated against known experimental data re-

garding the biaxial strain parallel to the (001) plane required to make the band

gap of Ge direct. This is calculated to be 1.7% and agrees with the experimental

result of 1.75% [110] providing confidence in the methodology used. Of partic-

ular interest was strain applied along the [111] direction that converted Ge into

a direct band gap material at 1.05%.

Chapter 5 dealt with the interactions of n-dopants and tin with vacancies. The

formation energies of PVGe, AsVGe and SbVGe clusters in different charge states

were investigated as a function of the Fermi level. This was followed by an in-

vestigation of their diffusion in Ge. The activation energies of diffusion were

found to be in very good agreement with experiments, exhibiting the same trend

in which the activation energy decreased as the size of the n-dopant atom in-

creased. The binding and formation energies of SnVGe pairs were calculated for

various charges and Fermi levels. The migration energies of SnVGe pairs were

also calculated. The analysis was extended further to study the effect of dop-

ing on the activation energies. The results were used successfully to explain

the experimental observation of retarded diffusion (higher activation energy of

migration) under p-doping conditions and enhanced diffusion (lower activation

energy of migration) under n-doping conditions.

After establishing (Chapter 5) that n-dopants are fast diffusers in Ge, Chapters

6 and 7 were devoted to investigating strategies to retard the diffusion of P in

particular. The key is to co-dope Ge with isovalent atoms such as Sn or Hf. These

were shown to greatly increase the migration barriers and to form tightly bound

clusters with P.

Chapter 8 focused on the interaction of Pd with Ge. Pd is an important metal
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in the process of metal induced lateral crystallisation. Calculations reveal that

Pd favours a split-vacancy configuration. Pd atoms occupying interstitial and

substitutional sites have low formation energies indicating high stability. DOS

calculations identified some low energy defects such as Pd0
Ge or Pd−1

Ge which are

capable of interfering with the electronic structure of Ge. Pd is relatively mobile,

with diffusion proceeding via a direct interstitial mechanism. The Frank-Turnbull

and the kick-out mechanism are also feasible due to the very low migration and

formation energies of Pdint leading to a low activation energy.

A full understanding of intrinsic defects in III-V semiconductors will enable im-

proved approaches to the fabrication of advanced ternary and quaternary mate-

rials for electronic and photovoltaic use. For this, vacancies and antisites were

studied in Chapters 9 and 10 respectively for various growth conditions. Vacancy

formation energies were found to decrease as the size of the group V atom in-

creased. This trend was maintained for Al-V, Ga-V, and In-V compounds. It

was also predicted that even under group III rich conditions, group III vacan-

cies dominate in aluminium antimonide and gallium antimonide. For indium

antimonide, group V vacancies are favoured even under group V rich condi-

tions. Under stoichiometric and intrinsic doping conditions antisites are lower

in energy than vacancies and hence, are expected to be present in higher con-

centrations. However, this is very sensitive to the doping levels as the formation

energies of vacancies with high negative charges decrease as µe rises and ap-

proaches the CBM. Such vacancies therefore become favoured in the strongly

n-doped regime.

Finally, in Chapter 11, self-diffusion in GaAs and GaSb was studied in an attempt

to explain the disparity in the diffusion between Ga and As/Sb. It was found

that the concentration of VGa or GaAsVGa pairs is significant and dominant over

group V vacancies even under Ga-rich conditions for both GaSb and GaAs. This

is consistent though, with the experimentally observed diffusion behaviour in

187



both materials. Transformation reactions under Ga-rich conditions can provide

complementary VGa but these reactions are not necessary to explain the exis-

tence of VGa as they exhibit formation energies that are compatible with high

Ga diffusion. The kinetics of the processes are, however, necessary to explain

the suppression of VSb as the migration energies of the transformation reaction

establish the dominance of the VGa over VAs or VSb for GaAs and GaSb.

12.2. Further Work

12.2.1. Re-evaluation

The reader will notice the use of an array of computational methods ranging

from GGA to HSE06 functionals. This reflects the rapid evolution in this com-

putational field over the course of a few years. By using the GGA+U exchange-

correlation functional with a 64-atom supercell it was possible to avoid expensive

HSE06 calculations. However, the small supercells demanded the use of finite

size correction schemes, among which the Makov-Payne [60] approach was the

most widely used at the beginning of this work. This was soon replaced by a

more powerful and efficient method due to Freysoldt et al. [8, 9] which was

numerically implemented and made available for users [246]. As the computa-

tional resources increased we were able to employ larger supercells with 216 or

512 atoms. Nevertheless, in order to use the more accurate HSE06 functional, a

step backward was taken in terms of system sizes as the inclusion of a non-local

exact exchange does not scale efficiently with plane wave basis sets making these

calculations particularly demanding.

It would therefore be very beneficial to re-evaluate some of the results (for exam-

ple Chapters 5, 9 and 10) with more advanced functionals and larger supercells

in order to minimise the band gap and finite size errors, which will be a step
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forward in harmonising and bringing these results to a common standard. How-

ever, it will not be long before new improved methods will emerge, demanding

continuous assessment of prior results.

12.2.2. New Studies

The work presented here spans a wide range of semiconductors and some of their

interactions with defects. The work presented in Chapter 4 thoroughly examined

strain induced changes to the electronic structure of Ge along different planes

and directions. The extension of this work to include binary III-V compounds

will be beneficial to engineer the properties of these semiconductors, especially

the indirect band gap compounds, AlP, AlAs, AlSb and GaP. For these, it would

be useful to first make their relatively large band gaps direct by the application

of strain, and then to tune the magnitude of the applied strain to achieve a wide

range of band gaps, suitable to absorb a wider energy spectrum for applications

in, for instance, photovoltaic devices.

Chapters 9 and 10 considered the formation of vacancies and antisites in III-V

semiconductors and the effect of growth conditions and doping on these point

defects. It is important to extend this to include self-interstitials in order to form

a comprehensive survey of the interplay of point defects in these compounds,

which will provide a road map for a better understanding of competing defects

when fabricating real electronic devices.

Another area of great technological importance is semiconductors interface. There

are a number of different interfaces and understanding impact of these on the

electronic properties is correspondingly complex. It is important to be able to

characterize the electronic properties of interfaces in layer semiconductors as

dopants act to modify these base structures. GaInP/GaAs/Ge tandem cells could

be studied and compared with available experimental work. A key feature would
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be to establish the driving force for species segregation to the interface. That is,

to test if it is likely that there is a change in concentration in composition to-

wards such an interface. Of course, kinetics might play a critical role in the

development of an interface structure, which is an avenue for further study. It

would also be important to study the effect of inter-diffusion on the electronic

properties of the interfaces.

The emergence of the revolutionary new material graphene [247, 248] has

sparked interest in 2D semiconductors. Already research has investigated silicine

[249] and germanene [250–252] (2D silicon and germanium sheets analogous

to graphene). Work on 2D III-V semiconductors was initiated by Otsuji et al.

[253] and Zhuang et al. [254]. Nevertheless, point defect studies are still lack-

ing in these systems and hence, research into the doping and diffusion mecha-

nisms and point defect induced changes in their electronic structure is uncharted

territory.

In the thesis, most systems have been modelled with respect to single dopants.

More generally dopants can be used to modify structural properties as well

as electronic structures. Experimentally co-doping or even doping with three

species is onerous because of the large parameter space: the dopant concen-

trations, the temperature, and the multiple charge states of multiple defects all

need to be considered. This thesis has shown that using a general computational

approach to identify interesting dopant combinations is feasible and could be

very useful. Such an approach would be a valuable example of how modelling

can lead experiment while still working very much in collaboration.
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