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C.1 Structure and Mobility of Defects Formed

from Collision Cascades in MgO

My contribution to this work consisted of running molecular statics calcula-

tions using CASCADE [102] as described in chapter 3. More specifically the

barriers for interstitial ion migration for both O and Mg ions were identified

by stepping the interstitial ion along the trajectory between two interstitial

sites and identifying the saddle point. The other contribution to this pa-

per included generating the binding energy data for the interstitial clusters

shown in figure 3. This involved calculating many different configurations

of Mg and O interstitial ions for each defect cluster size in an attempt to

identify the lowest energy state. The energy gain over the isolated case was

calculated and then plotted to show how the defects will tend to aggregate.
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C.2 Dynamical simulations of radiation dam-

age and defect mobility in MgO

This paper is a more detailed follow up to the previous paper. The main

contributions to this were the sections on molecular statics in the method-

ology and the first few paragraphs in the results sections. I also produced

figures 1-6, 9, 10 and 12 from the raw data to ensure consistent use of colour

and shapes for the different species throughout the paper.
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We study radiation-damage events in MgO on experimental time scales by augmenting molecular
dynamics cascade simulations with temperature accelerated dynamics, molecular statics, and density
functional theory. At 400 eV, vacancies and mono- and di-interstitials form, but often annihilate within
milliseconds. At 2 and 5 keV, larger clusters can form and persist. While vacancies are immobile,
interstitials aggregate into clusters (In) with surprising properties; e.g., an I4 is immobile, but an im-
pinging I2 can create a metastable I6 that diffuses on the nanosecond time scale but is stable for years.
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In this Letter, we combine four computational
techniques to perform multi-time-scale simulations of
radiation-damage effects in solids. For the first time, we
predict, without any prior assumptions about the dynam-
ics, the fate of defects generated under ballistic radiation-
damage conditions out to time scales approaching those
which can be probed experimentally (i.e., order of sec-
onds). A typical molecular dynamics (MD) simulation of
radiation damage follows the evolution of an isolated
collision cascade over picosecond (ps) time scales, which
is sufficient to observe the collisional phase of the cas-
cade and to identify characteristic features of the residual
defects left by the cascade process (see, e.g., Ref. [1]).
However, the actual behavior of a material is determined
not only by the number and nature of the residual defects
associated with a cascade event, but also by the long-time
evolution of those defects. Over time scales much greater
than ps, residual defects can both annihilate and aggre-
gate. Annihilation events effectively promote radiation
tolerance; aggregation events, on the other hand, lead to
decreased probability for annihilation and consequently
exacerbate radiation-damage susceptibility. In order to
effectively predict radiation-damage evolution in a ma-
terial, one must necessarily gain access to longer time-
scale processes such as defect mobility, annihilation,
and aggregation. The work presented here represents
our inaugural attempt to expand radiation-damage pre-
dictive capabilities via computation. By merging con-
ventional MD cascade simulations with accelerated
dynamics methods, we can monitor the evolution of
cascade debris to times of the order of milliseconds
(ms) to seconds (s).

As a model material for this study, we chose the oxide
magnesia (MgO). Oxides are the conventional nuclear
fuel form used in light water reactors (UO2 and mixed
oxides [2]) and are attractive as insulators for fusion
reactor diagnostics [3]. Also, there is growing interest in
their use as host materials for the immobilization and

long-term storage of toxic radionuclides such as the trans-
uranics found in spent nuclear fuel [4,5]. MgO is a classic
engineering ceramic with well-understood properties,
and its radiation-damage behavior has been the subject
of numerous experimental and computational investiga-
tions. Finally, well-established empirical potentials exist
for MgO.

The computational procedure used here consisted of
four components. As detailed below, we first generated
collision cascades in MgO at selected energies using MD
for a few ps. We adopted representative defect configura-
tions from the cascades and used these as starting con-
figurations for long-time simulations via temperature
accelerated dynamics (TAD) [6,7]. We also used static
energy minimization to assess the relative stability of
defects observed in MD or TAD simulations against
alternative crystallographic arrangements of the same
defect. Finally, key findings were verified using the
higher-quality description afforded by density functional
theory (DFT).

Using this approach, an interesting picture emerges for
the room-temperature evolution of radiation damage after
a low-energy cascade in MgO. In the first 10 ps, a primary
knockon atom (PKA) (the atom imparted with the colli-
sion energy from, for instance, an energetic neutron)
event typically creates a small number of interstitials
and vacancies. While the vacancies are essentially immo-
bile, isolated interstitials diffuse on the nanosecond (ns)
time scale. Point defects are charged, so the interstitials
are quickly drawn to either a vacancy and annihilated or
to another interstitial to form a neutral di-interstitial
cluster, which is mobile on the ms time scale. While
clusters generally become less mobile with size, we
have observed a surprising nonmonotonicity. A hexa-
interstitial cluster can form which diffuses much faster
than the smaller clusters. This behavior impacts both the
expected level of damage produced per cascade, as well
as the interaction between cascades.
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The potential used here, based on that given by
Lewis and Catlow [8], is pairwise additive, consisting
of an electrostatic part and a standard short-range
Buckingham term. Shells were not included in the MD
and TAD simulations but were included in some energy
minimizations for comparison. The potential is a full
charge model, which recent ab initio calculations confirm
is maintained by the ions in this lattice [9]. The potential
is not sufficiently repulsive for the small distances en-
countered during cascades and so was modified by a
screened Coulomb potential [10]. We applied a smooth
cutoff to the Buckingham term at distances greater than
8 Å for the O-O interactions and 5.5 Å for the Mg-O
interactions. Both Ewald sums and the fast multipole
method implemented by Rankin [11] were used to calcu-
late the Coulombic interactions. This model does not
account for charge transfer. Specifically, we do not ac-
count for defects such as F� and F centers (anion vacan-
cies with one and two trapped electrons, respectively) in
our calculations. An anion vacancy in our model is for-
mally an F�� center with no trapped electrons. The same
is true for cation vacancies.

Collision cascades with PKAs at energies of 0.4, 2, and
5 keV were investigated. Crystal sizes varied from 4000
to 160 000 atoms, the size chosen to ensure that the
cascades did not interact strongly with the cell bounda-
ries. Trajectories were run for up to 8 ps or until the
thermal spike of the cascade had dissipated throughout
the cell. Initial trajectory directions were randomly dis-
tributed over a solid angle representative of the crystal
symmetry. In total, 20 trajectories were run at 0.4 keV,
and 12 each at 2 and 5 keV, evenly distributed between an
O and a Mg PKA. Each trajectory was begun at a tem-
perature of T � 0 K. Previous MD work has indicated
[12] that the displacement energy threshold in MgO is
very high: about 65 eV for an O and 90 eV for a Mg PKA.
We obtain similar but slightly higher values.

Figure 1 shows a typical cascade with a PKA energy of
0.4 keV. Shortly after the initial knockon, a large number
of atoms are displaced from their original lattice site,
peaking at t � 80 fs [Fig. 1(a)]. After 260 fs, most of the

damage has annealed, leaving only two vacancies and
two separated interstitials [Fig. 1(b)]. However, by t �
6:5 ps, by which time the cascade has settled down, the
two interstitials have attracted one another and formed a
MgO di-interstitial [Fig. 1(c)]. In other cases, the inter-
stitial recombined with a nearby vacancy. Whether the
interstitial prefers to move toward another interstitial or
toward a vacancy depends on the complex electric field
created by these scattered point defects.

For 0.4 keV, only a small number of defects formed. The
number of Frenkel pairs, or atoms that were still displaced
after the 8 ps simulation time, was 0.5 per trajectory.
These were evenly divided between interstitial-vacancy
pairs separated by over 1 nm (pairs separated by less than
1 nm quickly recombined) and MgO di-interstitials.
Interstitials were located at the body center of the 8-
atom MgO cell, or the 8c site. The number of atoms
displaced from their original lattice site was much larger,
averaging nine per trajectory. Most recombined with
vacancies very quickly, as shown in Figs. 1(a) and 1(b).
The results of each of the cascade energies simulated are
summarized in Table I.

As expected, the number of defects that survive the
collisional phase of a cascade (t � 8 ps) increases dra-
matically with PKA energy. At 2 keV, seven Frenkel pairs
formed per trajectory while 18 formed at an energy of
5 keV. The number of displaced atoms also rose, to 48
atoms per trajectory at 2 keV and 124 at 5 keV. The
increase in the number of defects with PKA energy was
accompanied by an increase in the size of interstitial
clusters. At 0.4 keV, only isolated interstitials and di-
interstitials were formed. Tri-interstitials began to appear
at 2 keV and, at 5 keV, a number of larger clusters,
including four tri-interstitials, a tetra-interstitial, and
one 7-atom cluster, formed. A similar trend is seen for
vacancy clusters. For all energies, the isolated interstitials
were roughly evenly divided between O and Mg.
Examples of defects at the end of the higher energy
cascades are shown in Fig. 2.

Typical defects found in the cascade simulations
were analyzed via static energy minimization using the
procedure described in Ref. [13]. The binding energies
(Eisolated defects � Ecluster), calculated without shells, for

FIG. 1 (color). The defects in a cascade generated from a
0.4 keV O PKA. The scheme —used in all figures—is dark
blue spheres for Mg interstitials, dark red spheres for O inter-
stitials, light blue cubes for Mg vacancies, and light red cubes
for O vacancies. (a) At t � 80 fs, the number of displaced
atoms peaks. (b) By t � 260 fs, most of the defects have
recombined and only a few isolated defects remain. (c) By t �
6:5 ps, the interstitials have formed a di-interstitial (labeled A).

TABLE I. The total number of Frenkel pairs (NFP), principal
defect types, and times the lattice reformed perfectly (NPL)
for PKA energies of 0.4, 2, and 5 keV remaining after the
collisional phase (t � 8 ps) of a cascade. In addition, one tri-
interstitial formed at 2 keV and four tri-interstitials, one tetra-
interstitial, and one 7-interstitial cluster formed at 5 keV.

PKA No. No. of defects
energy of mono-int mono-vac di- di-
(keV) trajs. NFP O=Mg O=Mg int vac NPL

0.4 20 10 3=1 5=3 3 1 13
2 12 84 21=24 33=30 15 6 0
5 12 216 57=62 78=80 39 15 0
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the most stable interstitial configurations are shown in
Fig. 3. The interstitial clusters exhibit strong binding
energies which increase from 3.49 eV per atom for the
di-interstitial to 5.15 eV per atom for the deca-interstitial
cluster. The same trend occurs when shells are included,
although the binding energies are about 0.7 eVsmaller per
atom. As suggested by the cascade simulations, isolated
interstitials were found to be most stable at the 8c site.
This result is in agreement with other calculations for the
charged interstitial [14], although calculations on neutral
interstitials find the split interstitial is more stable [15].
Static simulations were also used to identify the saddle
points associated with the diffusion of the single inter-
stitials and thus we predict the energy barriers for diffu-
sion: 0.40 eV for O and 0.32 eV for Mg.

The cascade simulations can only follow the evolution
of the resulting defects for ps. We applied TAD [6,7] to
representative defects to achieve experimental time
scales. TAD involves running MD at a high temperature
Thigh in a way that constrains the dynamics to the current
basin. The times of attempted events seen at Thigh are
extrapolated to the temperature of interest Tlow and the
event occurring earliest at Tlow is accepted. The process is
repeated in the new state. Here, Tlow was set to 300 K.

In MgO, the barriers for defect diffusion range from
0.25 to over 2 eV. To enhance the speed of the TAD
simulations, we used a recently developed extension to
TAD, the dimer-TAD method [16], which exploits the
dimer method [17] to find the minimum barrier to leave
a state. This barrier is used to reduce the amount of MD
that must be performed at Thigh and to tune Thigh for each
state, resulting in values between 300 and 2000 K.

In the TAD simulations, we employed systems contain-
ing 512 and 1728 atoms. A periodic cell was used to study
neutral defects and a cell with free surfaces was used for
the tri-interstitials. The diffusion barriers found from the
TAD simulations for the key interstitial clusters are sum-
marized in Fig. 3. At 300 K, vacancies are immobile
(barrier > 2 eV) while interstitials diffuse on ns time
scales. For small clusters, the diffusion barrier increases

with size: mono-interstitials diffuse quickly, di- and tri-
interstitials diffuse more slowly with barriers of 0.75 eV
(di-interstitial) and 0.79 eV (Mg-O-Mg) or 0.80 eV (O-
Mg-O) (s time scale), and tetra-interstitials, with a barrier
of 1.68 eV, are immobile (see Fig. 4). Tetra-interstitials are
also very stable: the barrier to split them is 2.5 eV, a
process that basically never occurs at 300 K.

This trend suggests that clusters of four or more inter-
stitials act as immobile interstitial sinks. Surprisingly,
however, the hexa-interstitial is mobile, with a diffusion
barrier of 1.04 eV in its ground state (100 s time scale).
Moreover, it can exist in a metastable state, a state ac-
tually formed in an encounter between a di- and a tetra-
interstitial during the TAD simulation shown in Fig. 4.
This state diffuses on the ns time scale with a barrier of
0.24 eVand is limited to one-dimensional diffusion along
a h110i direction. The barrier to decay to the ground state
is 1.31 eV, so a cluster formed in this metastable state will
last for years.

While we have not explored it completely, we find the
behavior of the octa-interstitial is similar to that of the
hexa-interstitial. A metastable structure diffuses one di-
mensionally with a barrier of 0.66 eV, trapped by a barrier
of 1.52 eV for decay to the immobile ground state. Larger
clusters may have interesting properties as well.

TAD simulations also show that, as in other systems
[7], activated processes often involve concerted motion
of many atoms. For example, the metastable hexa-
interstitial moves by a 12-atom mechanism. In addition,
as interstitial and vacancy defects interact in the strong
Coulomb field, long-range concerted events can lead to
their annihilation over distances of many angstroms.

For convenience, all simulations were performed on
systems held at the T � 0 K lattice constant. Expanding
to the T � 300 K lattice constant changes the barriers
slightly; e.g., the barrier for the tetra-interstitial changes
from 1.68 to 1.61 eV and that for the metastable hexa-
interstitial changes from 0.24 to 0.21 eV.

We have tested some of the empirical potential results
with DFT, using the VASP code [18] with the PW91

FIG. 2 (color). (a) Typical defects remaining after the colli-
sional phase (t � 8 ps) of a cascade for a PKA energy of 2 keV.
Shown are several isolated vacancies and interstitials plus two
di-interstitials (labeled A). (b) Residual defects 8 ps after a
5 keV PKA event. In addition to isolated vacancies, interstitials
and di-interstitials (A), di-vacancies (B), and tri-interstitials of
both types—Mg-O-Mg (C) and O-Mg-O (D)— form.

FIG. 3. Binding energy and diffusion barriers for interstitial
clusters versus cluster size. The time scale for diffusion at 300 K
is also shown. The binding energy increases with the cluster
size, while the energy barriers do not follow any obvious trend.
The dashed line indicates barriers for metastable clusters. The
�s indicate barriers calculated with DFT.

P H Y S I C A L R E V I E W L E T T E R S week ending
19 MARCH 2004VOLUME 92, NUMBER 11

115505-3 115505-3



functional and the projector augmented wave method [19]
on supercells containing 216 lattice atoms. A plane wave
basis with energies up to 400 eV was used. It was deter-
mined that a single "-point sampling of k space was
sufficient to converge energies for this cell size. We com-
pared DFT and the empirical potential for both the for-
mation and the migration energy of the di- and metastable
hexa-interstitials. The DFT formation energies are 12.8
and 31.1 eV, respectively, which compare well with the
empirical potential values of 11.9 and 28.5 eV, considering
the high energies involved in the collision cascades. The
diffusion barriers for both defects agree very well: 0.66
and 0.33 eV using DFT compared to the empirical poten-
tial values of 0.75 and 0.24 eV (see Fig. 3).

Combining the results from these four computational
methods has led to the picture described above for the
evolution of radiation damage in MgO. Point defects and
small clusters form during low-energy cascades. While
vacancies are immobile at room temperature, interstitials
diffuse quickly, either recombining with vacancies or
clustering with other interstitials. Interstitial clusters be-
come more stable with size, but certain sizes and forms
can be very mobile. They can thus aggregate with clusters
from other cascades, increasing the overall damage
accumulation rate. In the case of the hexa- and octa-
interstitials, the long-range one-dimensional diffusion
along h110i in the metastable state could result in an
experimentally detectable signature.

In summary, combining MD cascade simulations,
static energy minimization, temperature accelerated dy-
namics, and DFT, we find that it is possible to study the
radiation-damage properties of MgO on time scales rele-
vant to experiment. Complex events are important, and
higher level models should account for them in order to
simulate the correct damage evolution.
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FIG. 4 (color). TAD simulation of the formation of a hexa-
interstitial at 300 K. (a) A di- and a tetra-interstitial began
about 1.2 nm apart. (b) By t � 1:2 s, the di-interstitial ap-
proached the immobile tetra-interstitial. (c) By t � 4:1 s, the
combined cluster annealed to form the metastable hexa-
interstitial, (d) which diffuses on the ns time scale with a
barrier of 0.24 eV.
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Dynamical simulations of radiation damage and defect mobility in MgO
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Collision cascades are investigated in MgO at energies ranging from 400 eV to 5 keV. Initial energy is
imparted to the principle knock-on atom in the lattice and the cascade development is tracked using classical
molecular dynamics. Temperature accelerated dynamics is performed on representative defects to follow the
behavior to experimental time scales. Molecular statics is used to calculate basic properties of these defects,
while density functional theory calculations are used to verify the potential. In the cascades performed at the
lowest energy, the lattice either reforms perfectly or, if residual defects remain, these consist of isolated
interstitials and vacancies and charge-neutral Mg-O divacancies and di-interstitials. As the energy is increased
to 5 keV, isolated interstitials and di-interstitials remain the most common defects but more vacancy cluster-
ing can occur and interstitial defects consisting of up to seven atoms have been observed. Molecular statics
calculations find that the binding energy per atom of the interstitial clusters increases from 3.5 to over 5 eV as
the size increases from 2 to 16 atoms. Long-time-scale dynamics reveal that vacancies essentially never move
at room temperature but that some interstitial clusters can diffuse quickly. Although tetrainterstitial interstitial
clusters are essentially immobile, there is a long-lived metastable state of the hexainterstitial that diffuses one
dimensionally on the nanosecond time scale at room temperature.

DOI: 10.1103/PhysRevB.71.104102 PACS numberssd: 61.72.Ji, 61.72.Cc, 61.80.Az, 61.82.Ms

INTRODUCTION

Radiation effects in materials have received much atten-
tion, both experimentally and theoretically, for a number of
years. Ideally, one would like to combine the results of both
to form a more detailed understanding of radiation damage.
Because of the disparity in the time scales involved in each
approach, however, this is often difficult to do. A typical
molecular dynamicssMDd simulation of radiation damage
follows the evolution of an isolated collision cascade over
picosecondspsd time scales, which is sufficient to observe
the collisional phase of the cascade and to identify charac-
teristic features of the residual defects left by the cascade
processssee, e.g., Ref. 1d. However, the behavior of a real
material is determined not only by the number and nature of
the residual defects associated with a cascade event, but also
by the long-time evolution of those defects. In particular,
over time scales much greater than ps, residual defects can
both annihilate and aggregate. Annihilation events lead to
radiation tolerance, as they remove the damage formed in the
cascade; aggregation events, on the other hand, decrease the
probability for annihilation and consequently exacerbate ra-
diation damage susceptibility. To accurately predict radiation
damage response in a material, it is necessary to simulate
longer time scale processes such as defect mobility, annihi-
lation, and aggregation. We recently presented theoretical re-
sults on radiation damage in MgO, where we began to bridge
this time scale gap.2 In this paper, we expand on that initial
report, discussing in more detail our results as well as their
implications.

While we are interested in the question of radiation dam-
age in oxides in general, here we focus on the specific oxide
magnesiasMgOd. There are a number of reasons why we
chose MgO for this initial study. First, MgO is a simple
oxide and should be more amenable to study than more com-

plicated oxides. Second, MgO is a classic engineering ce-
ramic with well-understood properties, and its radiation dam-
age behavior has been the subject of numerous experimental
and computational investigations. Finally, well established,
good quality empirical potentials exist for MgO. Of course,
oxides in general are very important technologically. For ex-
ample, they are the conventional nuclear fuel form used in
light water reactorssUO2 and mixed oxides3d and are attrac-
tive as insulators for fusion reactor diagnostics.4 Also, there
is growing interest in using oxides as host materials for the
immobilization and long-term storage of toxic radionuclides
such as the transuranics found in spent nuclear fuel.5,6

The computational procedure used here consisted of four
components. As detailed below, we first generated collision
cascades in MgO at selected energies using MD for a few ps.
We adopted representative defect configurations from the
cascades and used these as starting configurations for long-
time simulations via temperature accelerated dynamics
sTADd.7,8 We also used static energy minimization to assess
the relative stability of defects observed in MD or TAD
simulations against alternative crystallographic arrangements
of the same defect. Finally, key findings were verified using
the higher-quality description afforded by density functional
theory sDFTd.

In this paper, we follow up on the presentation given in
Ref. 2. In Sec. I, we describe the methodologies used in this
study. We provide details on the molecular dynamicssMDd
simulations, the molecular statics calculations, and, along
with a brief description of the algorithm, the temperature
accelerated dynamicssTADd simulations. In Sec. II, we
present the results of these simulations. We begin with the
results of the cascade simulations performed via MD. We
then apply molecular statics and TAD to representative de-
fects found in the cascade simulations to better understand
both their static and dynamic properties. We discuss the im-
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plications this study has on the understanding of radiation
damage in MgO, as well as some of the limitations of this
work, in Sec. III. Finally, we summarize and conclude.

I. METHODOLOGY

A. Cascade simulations

The potential used in the following work is based on that
given by Lewis and Catlow.9 It is pairwise additive and con-
sists of two parts: an electrostatic part and a standard Buck-
ingham term.10 For the cascade simulations, where, because
of the energetic collisions, the distances between atoms can
become very small, this potential was modified by adding a
screened Coulomb potential for small particle separation,11

smoothly joined to the outer potential so that continuous first

and second derivatives were preserved. A smooth cutoff of
the Buckingham potential term at an interatomic distance
greater thanr0 was also implemented. Thus calculation of the
overly attractive forces for small separation and the nonelec-
trostatic part for large separation can be avoided.

Three different ion-ion interactions are required for this
system. The Mg2+

uMg2+ interaction is purely Coulombic.
For O2−

uO2−, in addition to the Coulombic interaction, we
use a Buckingham potential which includes a van der Waal’s
interaction9 together with an electrostatic term. For
Mg2+

uO2− the van der Waal’s term is assumed to be zero.
The cutoff r0 was set to 8 Å for the OuO interactions and
5.5 Å for MguO interactions. The original potential as
given in Ref. 9 also includes a polarizable shell. In the MD
and TAD simulations reported here we do not include shells,
using instead a rigid-ion approximation. However, we have
included shells in some of the molecular statics calculations
of isolated defects for comparison and have found that they
do not qualitatively change the results presented here.

As mentioned above, to avoid having a strong electro-
static attraction for close particle separation, the interactions
were modeled using the Universal ZBL potential11 smoothly
splined to the Buckingham potential and the electrostatic
term with continuous first and second derivatives. The poten-
tial for the MguO interactions is summarized in Eq.s1d:

V =5
ZBL, r ij , rb,

expsf1 + f2r ij + f3r ij
2 + f4r ij

3 + f5r ij
4 + f6r ij

5d, rb ø r ij , ra,

A expS−
r ij

r
D −

C

rij
6 + EP, ra ø r ij , r0,

EP, r ij ù r0,
6 s1d

whereEP= ±Zje/4pe0r ij is the electrostatic term andr ij is
the interatomic spacing between atomsi and j . The constants
in the electrostatic part have their usual meaning. The param-
eters for the Buckingham potential are given in Table I and
those for the spline to the ZBL potential in Table II.

This model does not account for charge transfer. Specifi-
cally, we do not account for defects such as F+ and F centers
sanion vacancies with one and two trapped electrons, respec-
tivelyd in our calculations. An anion vacancy in our model is
formally an F++ center with no trapped electrons. The same
is true for cation vacancies. We will discuss the implications
of this on our results below.

We use the fast multipole method implemented by
Rankin12 to calculate the long-range Coulombic interactions
in the MD simulations while, in the TAD simulations, we
employed standard Ewald sum techniques. Although the fast
multipole method has a similar scaling to the Ewald sum
techniques for the system sizes studied here, it is more flex-
ible since it does not rely on periodic boundary conditions,
although periodic boundary conditions can be implemented
if desired. In the implementation of the algorithm we choose
not to impose periodic boundary conditions but instead to
use a charge-neutral cube with charge-neutralh100j faces
and embed the active part of the crystal in two fixed outer

TABLE I. The Buckingham parameters for the Mg-O
interaction.

ra sÅd rb sÅd r sÅd A seVd C seV/Å6d

Mg-Mg 0.5 1.01 0 0 0

Mg-O 0.3 0.8 0.2945 1428.5 0

O-O 0.5 1.01 0.149 22764.0 27.88

TABLE II. The parameters for the spline to the ZBL interaction.

f1 f2 f3 f4 f5 f6

Mg-Mg 14.451 −47.798 122.421 −176.000 125.130 −34.148

Mg-O 13.739 −60.640 233.169 −491.210 499.133 −196.197

O-O −0.913 64.435 −209.550 295.875 −194.796 48.998
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layers. The reason for choosing this embedded approach as
opposed to periodic boundary conditions was just a matter of
computational convenience. The fast multipole method is
more efficient for an embedded geometry than for a periodic
geometry. In principle, this geometry could result in sound
waves reflecting from the boundaries, though similar issues
would exist for periodic boundary conditions. In fact, for
MgO, because the barriers for diffusion are typically high
relative to the energy in any reflected wave, we expect little
to no impact from the fixed boundaries. A few tests in which
we thermalized the boundary layers resulted in very similar
results. However, we have also taken care in choosing the
sizes of our simulation cells, as will be addressed below. All
cascade simulations were carried out at an initial temperature
of 0 K.

Previous MD work has indicated13 that the displacement
energy threshold in MgO is very high: about 65 eV for an O
primary knock-on atomsPKAd and about 90 eV for the Mg
PKA. We obtain similar values with this potential.

Primary knock-on atoms at energies of 400 eV, 2 keV,
and 5 keV were investigated. The small value of 400 eV was
chosen to investigate the types of defects that form when the
energy is near the displacement threshold, where the defects
are expected to be small in number. Values larger than 5 keV
require more computational resources and have not been
studied at this time. Trajectories were evenly distributed be-
tween PKAs of both O and Mg and run for up to 8 ps, or
until the defects had thermalized. Initial trajectory directions
were randomly distributed over a solid angle representative
of the crystal symmetry. In total 20 trajectories were run at
400 eV, and 12 each for the 2 keV and 5 keV PKA. The
actual simulations consisted of imparting a kinetic energy of
either 400 eV, 2 keV, or 5 keV to the primary knock-on
atom. The dynamics of the system with this extra kinetic
energy were evolved in time using standard molecular dy-
namics techniques including the velocity Verlet algorithm for
time integration, linked neighbor lists to achieve orderN
scaling, and a variable time step dependent on the maximum
kinetic energy in the system; see Ref. 14 for details.

A word should be said about the size of the systems stud-
ied. These varied from 4000 to 160 000 atoms depending on
the size and extent of the cascade. We verified that the atoms
displaced by the cascade were sufficiently far awaysat least
four nearest-neighbor distancesd from the outer boundary of
the embedded geometry, thus ensuring that effects due to
interaction with the boundary were minimal. In the 400 eV
cascades, the maximum kinetic energy imparted to atoms
near the boundary was only 0.05 eV, too small to activate
migration in this system. The cells do tend to heat up because
of the added energy. For example, in the case of the 400 eV
PKAs, the temperature of the system increased to about
370 K. This could accelerate the recombination process,
compared toT=0 K, but in a way that should be consistent
with a system at finite temperature. We are interested in
longer-time dynamics atT=300 K, so the systems that went
aboveT=300 K could bias the results slightly, but the accel-
eration of events for a few ps at this higherT is probably
negligible. For the higher energy cascades, there was less
heating of the system, leading to final temperatures below
T=300 K.

B. Temperature accelerated dynamics

To follow the long time behavior of the defects seen in the
cascade simulations, temperature accelerated dynamics was
applied to representative defect structures. TAD7,15 is one of
a number of accelerated molecular dynamics techniques8 that
allow for the simulation of much longer time scales than
conventional MD. The TAD algorithm involves running MD
at a high temperatureThigh, typically much higher than the
temperature of interestTlow, in a way that constrains the dy-
namics to the current state of the systemsreferred to as basin
constrained MD, BCMDd. The times of events seen at this
high temperature are extrapolated to times atTlow. The
BCMD procedure is continued until the stopping criteria is
met. This stopping criteria depends on two parameters—d,
the uncertainty of missing an event andnmin, an assumed
minimum prefactor in the system. These two parameters thus
control the accuracy of a TAD simulation. Once the stopping
time has been reached, the event that occurs earliest atTlow is
then accepted and the entire process repeated in the new
state. The extrapolation of event times fromThigh to Tlow is
exact if harmonic transition state theory holds for the system
being studied at both temperatures. It requires knowledge of
the energy barrier for the event, which we find using the
nudged elastic band method.16,17

A critical requirement of the TAD algorithm is detecting
transitions from the current state. In these simulations, a tran-
sition was declared if, upon minimization, any atom had
moved more than 0.25 Å from the minimum of the current
state.

The system sizes that can be studied with TAD are smaller
than those accessible with conventional MD. In the work
described here, TAD was applied to representative defects
observed to form in the larger MD simulations, but in a
reduced system size containing 512 ions in a periodic cell. A
few simulations on periodic cells containing 1728 atoms
were performed to ensure that effects due to periodic bound-
ary conditions were not significant, which was indeed the
case for the simulations reported here.

In MgO, the barriers for different defects to diffuse vary
greatly, ranging from 0.3 to over 2 eV. To enhance the speed
of the TAD simulations, we have employed a recently devel-
oped extension to TAD that incorporates the dimer method.18

This so-called dimer-TAD algorithm19 uses the dimer
method to find the minimum barrier to leave the state. This
minimum barrier is then used to redefine the time at which
the BCMD can be stopped, often reducing it dramatically.
This new stopping criteria no longer depends ond andnmin.
Instead, it depends on the minimum barrier in the system.
This new TAD algorithm also allows us to tuneThigh for the
current state based on the minimum barrier, resulting in typi-
cal values between 300 and 2000 K. In the simulations re-
ported here, we usedTlow=300 K. We performed ten dimer
searches per state, focused on the “active” region of the sys-
tem, or that part of the system in which interstitials or va-
cancies resided. We can never be 100% certain that the dimer
searches have found the lowest barrier for escape from the
state. In the simulations reported here, the BCMD found a
lower barrier than the dimer searches about once per 17 es-
capes. When this occurred, the difference between the dimer-
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found minimum barrier and the lower discovered barrier was
usually small, on the order of 0.05 eV or less. Such errors
would affect the time scales over which the simulations oc-
curred and the particular events a simulation followed, but
the final structures and their migration barriers reported here
are likely unaffected.

For consistency with the molecular statics calculations de-
scribed below, which were performed at the minimum-
energy lattice constant of the potential, all TAD simulations
were also performed at the fixed volume corresponding
to this minimum-energy lattice constant. Although the finite-
temperature TAD simulations were thus under pressure,
the temperature dependence of each activated process at
T=300 K sas well as at the higher temperature used in TADd
is given by the same barrier height computed in the molecu-
lar statics.

Finally, investigating charged defects is more computa-
tionally challenging than neutral defects. This is because a
net charge resides within the simulation cell, so standard
Ewald techniques and periodic boundary conditions are no
longer applicable and the Coulomb sum is instead done di-
rectly on cells with free boundaries. Such cells require a
layer of frozen material at the boundary with a thickness
equal to the cutoff of the potential which, in turn, results in
cells that are much bigger. For the charged tri-interstitial de-
fects investigated in the TAD simulations reported below, we
used a cell containing 1728 atoms, within which 512 atoms
were allowed to move.sThe skin size was chosen to be one
unit cell in each direction. For example, the 512-atom inte-
rior consists of the 8 atom unit cell replicated 4 times in each
dimension. The total cell is thus the unit cell replicated 6
times in each direction, so that the moving interior has a skin
of one unit cell on each face.d We performed tests with even
larger cells on key barriers and found that this size gave
values to within 0.05 eV of the converged values.

C. Molecular statics

In the molecular statics calculations, the perfect lattice
structure and energy is determined by starting with the ex-
perimental values and adjusting both ion positions and lattice
vectors, using the Newton-Raphson minimization procedure,
until each ion experiences close to zero forcesthe short-
range parameters were chosen to reproduce the lattice struc-
ture very closelyd. The internal energy of a defect, or a clus-
ter of defects, can then be calculated via the Mott-Littleton
approximation.20 This begins with the relaxed perfect lattice,
which is partitioned into spherical concentric regions. A de-
fect is then placed in the center of region I. All ion positions
in region I are allowed to relax in response to the defect, and
interactions are summed over all pairs of ions within this
region. Here the radius of region I is limited to 12.1 Å since
the calculated defect energies remain constant at increased
radius values, i.e., the defect energy has converged with re-
spect to region size. The outer region II extends to infinity
and responds to the defect as a dielectric continuum accord-
ing to the Mott-Littleton approximation. To ensure a smooth
transition between regions I and II, an interfacial region IIa,
of radius 32.9 Å, is introduced. Ion positions within region

IIa are allowed to vary, subject to forces determined via the
Mott-Littleton approximation; however, the interaction ener-
gies between region I and II ions are calculated explicitly.
Here calculations are carried out using the codeCASCADE.21

These perfect lattice calculations are referred to as “static”
since vibrational entropy contributions are not included in
the model. The energies calculated therefore relate, via the
quasiharmonic approximation, to the temperature of the lat-
tice to which the potential parameters were fitted, in this
case, room temperature. For further details see Ref. 22. Be-
cause we are interested in room temperature in this study, we
kept our systems at the minimum-energy lattice constant pre-
dicted by this potential.

II. RESULTS

A. MD simulations for large systems
and picosecond time scales

MgO belongs to the space groupFm3̄m. The structure of
the basic repeating unit, shown in Fig. 1sad, consists of two
interpenetrating tetrahedra in which O atoms are placed on
the corners of one tetrahedron, in the 4a Wyckoff sites, and
Mg atoms are in the corners of the other tetrahedron on 4b
sites. The interstices of this structure lie in the center of this
octant of the unit cell, or on the 8c sites. Figure 1sbd shows
the structure of the simplest Frenkel pair for this system in
which one of the atoms is removed and placed in the 8c site.
In MgO, this particular configuration of the Frenkel pair is
not stable—it collapses to the perfect crystal.

Figure 2 shows a typical cascade simulation in MgO for a
PKA energy of 400 eV. Att=0, the initial knock-on event
occurs. Very quickly, the damage saturatesst=80 fsd and
settlesst=260 fsd, after which only a few isolated defects
remain. In this particular case, these defects consist of two
vacancies and two interstitials, one of each typefFig. 2sbdg.
Due to the strong electrostatic attraction between the oppo-
sitely charged interstitials, they move toward one another
and by t=6.5 ps they have combined to form an MgO di-
interstitial fFig. 2scdg.

FIG. 1. sColor onlined sad The basic structure of the MgO crys-
tal. O atomssdark/red colord occupy the 4a Wyckoff sites and Mg
atoms slight/blue colord occupy the 4b Wyckoff sites of the two
interpenetrating tetrahedra. The interstice site lies in the middle of
this repeating unit, in the 8c site srepresented by the octahedrond.
sbd Structure of the most elementary Frenkel pair, in which one of
the atoms is removed from a lattice sitesrepresented by the cubed
and placed in the 8c site. This structure is not stable in MgO. The
Frenkel pair must be separated by four nearest-neighbor sites before
it is stable.
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Figures 3 and 4 illustrate other scenarios occurring for
400 eV. In Fig. 3, as in Fig. 2, after the initial cascade has
settled, a Mg interstitial is situated one lattice spacing from a
Mg vacancy. In contrast to the simulation of Fig. 2, in which
the Mg interstitial combines with an O interstitial to form a
stable di-interstitial, in the case of Fig. 3, the O interstitial
hops toward the Mg interstitial to form a di-interstitial which
is still very close to the original Mg and O vacancies and
soon annihilates with them. Whether the interstitial annihi-
lates with a vacancy, as shown in Fig. 3, or aggregates with
another interstitial depends on the complex electric field cre-
ated by all of the defects in the vicinity.

In another simulation, illustrated in Fig. 4, an O interstitial
is formed,15 Å from the vacancy. In many cases, intersti-
tials that were this far away from a vacancy were stable over

picosecond time scales. However, in this particular case, per-
haps because of the residual thermal energy from the PKA
eventsT=370 K, as discussed aboved, the interstitial jumps
to the vacancy site and recombines. The main mechanism is
to move between 8c sitesfsee Fig. 1sadg in the k111l direc-
tion via a collinear interstitialcy mechanism, in which the
interstitial in one 8c site replaces a lattice atom which simul-
taneously moves to another 8c site. This is in agreement with
the prediction of Ref. 23.

In general, for the 400 eV PKA, only a small number of
defects form due to a tendency for nearby defects to recom-
bine over the time scale of a few picoseconds. Indeed, pre-
vious work on MgO has shown that Frenkel pairs are stable
only if the separation is greater than the fourth-nearest-
neighbor distance.23 As seen in the snapshots from the three
cascades shown in Figs. 2–4, the only defects observed were
isolated vacancies, isolated interstitials or di-interstitial pairs
where an Mg and an O atom were situated at adjacent 8c
sites so that the di-interstitial axis was always parallel to the
cell edges, or ink100l directions. In only one case at 400 eV
was a divacancy formed.

The results of all of the cascade simulations are summa-
rized in Table III. The lattice completely or very nearly com-
pletely reannealed within 8 ps of the impact event in 13 of
the 20 trajectories investigated at 400 eV. In four simulations
a single Frenkel pair formed that was sufficiently well
separated—by at least 1 nm—so that it had not moved at all
over the 8 ps time scale. MgO di-interstitials formed three
times. These di-interstitials were stable over the 8 ps time
scale when separated by more than 2 lattice unitss1 lattice
unit=4.1986 Å with the Lewis and Catlow potentiald from a
nearby vacancy. Summarizing all of these simulations, we
saw about one Frenkel pair formed for every two simula-
tions. However, the number of atoms displaced from their
original lattice sites and moved to others is about twenty
times larger, averaging about 9 per trajectory.

When the PKA energy is increased, the same types of
defects seen at 400 eV still predominate, typically separated

FIG. 2. sColor onlined The defects in a cascade generated from
a 0.4 keV O PKA. The color scheme, used in this and all subse-
quent figures, is darksredd for O defects and lightsblued for Mg
defects. Spheres indicate interstitials, or atoms more than 0.8 Å
from a lattice site, and cubes indicate vacancies, or lattice sites with
no atom within 0.8 Å.sad At t=80 fs, the number of displaced
atoms peaks.sbd By t=260 fs, most of the defects have recombined
and only a few isolated defects remain.scd By t=6.5 ps, the inter-
stitials have formed a di-interstitialslabeled Ad. Taken from Ref. 2.

FIG. 3. sColor onlined Recombination events in a cascade gen-
erated by a 400 eV PKA in MgO. Spheres indicate interstitials, or
atoms more than 0.8 Å from a lattice site, and cubes indicate va-
cancies, or lattice sites with no atom within 0.8 Å.sad The peak
number of displacements at 90 fs.sbd 0.53 ps where most of the
defects have recombined. At this stage the Mg interstitial is only 1
lattice unit from the Mg vacancy. Normally, this would be an un-
stable position for the Mg interstitial, but the nearby O interstitial
and O vacancy act to partially cancel the attractive pull of the Mg
vacancy, stabilizing the Mg interstitial in this position.scd After
1.01 ps an MgO di-interstitial forms.sdd The Mg atom in the di-
interstitial recombines with the nearby vacancy after 5.33 pssthe
large number of objects present in this figure illustrate the number
of atoms involved in the processd. sed The remaining O atom hops
closer to the remaining O vacancy after 6.38 ps.sfd The final event
leading to complete recombination occurs after 6.44 ps.

FIG. 4. sColor onlined The recombination of an O2− interstitial,
generated from a 400 eV O PKA, with an O vacancy.sad 0.44 ps
after the start of the cascade, by which time the cascade has settled,
leaving an isolated interstitial and vacancy separated by 1.5 nm.sbd
Motion via thek111l interstitialcy event after 0.62 ps.scd Interstitial
moves to a new 8c site, 1.26 nm from the vacancy after 0.71 ps.sdd
Motion via the samek111l mechanism to new site after 1.34 ps.sed
0.9 nm from the vacancy after 1.52 ps,sfd 2.24 ps, andsgd 0.68 nm
from the vacancy after 2.33 ps;shd 2.42 ps,sid 2.51 ps,sjd The
event leading to final recombination occurs after 2.78 ps. The last
recombination event occurs quickly, appearing as a two-stage hop
and not directly via thek111l mechanism. However, further analysis
reveals that events such as these are really one event, characterized
by one saddle pointssee the discussion in Sec. II Cd.
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by much larger distances, though some clustering of defects
also begins to occur. Figure 5 shows examples of this for two
typical cascades at 2 keV. As in the case of 400 eV cascades,
the di-interstitial pairs form not by direct collision but rather
over picosecond time scales due to the strong Coulomb in-
teraction between nearby interstitials. The vacancy clusters,
however, form during the collisional phase of the cascade
and are immobile. Indeed, in all of the simulations we have
performed at all energies, we have never seen a vacancy
move during the 8 ps collisional phase. At 2 keV, an average
of 7 Frenkel pairs remain after 8 ps with an average of 48
atoms displaced from their initial lattice sites. In 12 trajecto-
ries, 15 MgO di-interstitials formed in addition to 20 isolated
O and 20 isolated Mg interstitials. Out of the 12 trajectories,
a single O-Mg-O tri-interstitial also formed, which, like the
di-interstitial, consisted of linear interstitials located at adja-
cent 8c sites parallel to a unit cell axis. There were also a few
examples of vacancy clusters. Specifically, five divacancies
and one trivacancy cluster were observed.

One interesting observation at all energies was that trajec-
tories initiated in eitherh110j or h100j planes, irrespective of
direction, produced defects which were confined to the origi-
nal plane of propagation or one lattice unit on either side.
The defect clusters of size three and larger observed in the
cascades occurred generally for PKA atoms initiated in these
low index planes.

Typical defect distributions at the end of a 5 keV cascade
are shown in Fig. 6. At this energy, an average of 18 Frenkel
pairs survived after 8 ps of simulation time, with an average

of 124 displaced atoms produced in the collisional phase of
the cascade per trajectory. Compared to lower energy cas-
cades, while isolated defects still predominate, there is evi-
dence of more defect clustering. Out of the 12 trajectories
simulated, 62 Mg interstitials and 57 O interstitials survived.
In addition to these isolated interstitials, there were 39 MgO
di-interstitials—an average of more than 3 per cascade—and
4 tri-interstitials, two each of O-Mg-O and Mg-O-Mg.
Both of these tri-interstitial structures had the same linear
structure. In one case an interstitial cluster of 4 atoms formed
and in another case we saw a cluster containing 7 interstitial

TABLE III. The total number of Frenkel pairs and principal defect typessmonointerstitials and di-
interstitials and monovacancies and di-vacanciesd for PKA energies of 0.4, 2, and 5 keV remaining after the
collisional phasest=8 psd of a cascade. In addition, one tri-interstitial formed at 2 keV and 4 tri-interstitials,
one tetrainterstitial, and one 7-interstitial cluster formed at 5 keV. Taken from Ref. 2.

PKA
energy
skeVd

No.
of

trajs.

number of defects

Frenkel
pairs

monoint.
O/Mg

monovac.
O/Mg

di-
int

di-
vac

perfect
lattice

0.4 20 10 3/1 5/3 3 1 13

2 12 84 21/24 33/30 15 6 0

5 12 216 57/62 78/80 39 15 0

FIG. 5. sColor onlined Examples of the spread-out residual dam-
age after the collisional phase of the cascade at 2 keV.sad The
image shows three separated Mg vacancies and four O vacancies.
There are two MgO di-interstitialsslabeled Ad, one Mg interstitial,
and two O interstitials.sbd In this case, only well-separated
monointerstitials and vacancies occur.

FIG. 6. sColor onlined Typical defects remaining after 8 ps for a
PKA energy of 5 keV. Defects are labeled assAd di-interstitials,sBd
divacancies,sCd Mg-O-Mg tri-interstitials, andsDd O-Mg-O tri-
interstitials.sad The image shows two MgO di-interstitials and one
divacancy in addition to isolated interstitials and vacancies.sbd In
this case the cascade is more compact and there are four divacan-
cies in addition to five di-interstitials, two tri-interstitials, three O
interstitials, and one Mg interstitial. The distance between the two
tri-interstitials is 1.9 nm. The length of each side of the cubic simu-
lation cell, shown for perspective purposes, is 11.9 nm.
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atoms. Clustering of vacancies was also more prevalent: 15
divacancies, 6 trivacancies, and one case of an 8 atom va-
cancy cluster were observed. For the 2 and 5 keV cascades,
the isolated interstitials do not so readily recombine with
nearby vacancies in the collisional phase of the cascade com-
pared to the 400 eV cascade. This is probably due to the
longer distances between vacancies and interstitials and the
complex Coulomb field due to the larger number of defects
formed.

Over the energy range 400 eV to 5 keV, there is an al-
most linear dependence with energy for both the total dis-
placed atoms and the number of residual Frenkel pairs, as
shown in Fig. 7. Assuming a displacement energy threshold
Ed of 60 eV, the number of Frenkel pairs remaining after the
cascade for all three energies is about 45% of the Kinchin-
Pease value, similar to the result for metals.24

Finally, in addition to an increase in both the number of
residual Frenkel pairs and the maximum number of Frenkel
pairs produced during the cascade with PKA energy, the time
at which the damage peaks also increases. This is illustrated
in Fig. 8. The average time of peak damage increases from
82 fs at 400 eV to 126 fs at 5 keV.

B. Defect energies via molecular statics

The binding energy of isolated small interstitial clusters
and vacancies was examined using static energy minimiza-
tion via a Mott-Littleton approach similar to that used in Ref.
25 and compared to those occurring at the end of the cas-
cades. Here, we have defined the binding energy as
Eisolated defects−Ecluster. The results for the most stable configu-
rations are shown in Table IV. Some of these results have
been previously reported in Ref. 2. In addition to those re-
sults, we have calculated the binding energy for clusters con-
taining 12, 14, and 16 interstitials. The binding energy in-
creases from 3.49 eV per atom for the Mg-O di-interstitial to
about 5.2 eV per atom for clusters containing 10 or more
interstitials. Although the isolated interstitials at the 8c site
were found to be the most stable configuration,k110l split

interstitials of both types—Mg and O—were also found to be
stable, but higher in energy by over 0.5 eV. The energy bar-
rier for this metastable structure to decay to the 8c structure
is very small—less than 0.01 eV—and consequently these
were never observed in the collision cascades. In contrast the
energy barrier for migration of O2− between 8c sites was
found to be 0.40 eV and for Mg2+ it was 0.32 eV.

While we find the 8c site to be most stable for a charged
interstitial, others have found that this is not the most favor-
able site for theneutral interstitial. Different electronic struc-
ture calculations find either the Ok111l split interstitial26 or
the O k110l split interstitial27 as the most stable neutral in-
terstitial. While the source of the discrepancy between these
two studies is not clear, it may at least be partially due to
differences in cell size.23 In our study, because of the limita-
tions of our model, the interstitial is fully charged and prefers
the 8c site.

FIG. 7. sColor onlined The number of defects and displaced
atoms as a function of PKA energy. The displacement energy
threshold for the Kinchin-Pease formula was taken asED=60 eV.
The lines are guides for the eye.

FIG. 8. The average number of Frenkel pairs versus time in
cascades with PKA energies of 400 eV, 2 keV, and 5 keV. The
average time of peak damage increases with PKA energy, as does
both the peak number of Frenkel pairs and the number of residual
Frenkel pairs.

TABLE IV. The energy of the most strongly bound isolated
small clusters in MgO found to date, up to size 8. The structures of
the clusters containing 6 and 8 interstitials are shown in Fig. 9.

No. in
cluster

defect
type geometry

energy
seVd

binding
energy

seV/atomd

1 Mgi cell center −10.63

1 Oi cell center −11.90

1 Mgv +24.73

1 Ov +25.47

2 sMgOdi k100l −29.50 3.49

2 sMgOdv k100l +46.85

3 sMgOMgdi k100l −43.96 3.60

3 sOMgOdi k100l −45.17 3.58

4 s2Mg2Odi −62.46 4.35

6 s3Mg3Odi −95.61 4.79

8 s4Mg4Odi −129.71 5.03
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As discussed below, the TAD simulations have revealed
the ground state structure for the hexainterstitial and oc-
tainterstitial clusters. Shown in Fig. 9, the structure of the
ground-state octainterstitial is an extended version of that of
the hexainterstitial. This suggests that extended interstitial
defects can be created by adding the basic building block
seen in the hexainterstitial cluster, that is, a compact MgO
di-interstitial pair. This common structural motif was ex-
tended to build interstitial clusters containing more than
eight interstitials. All of these proved stable when relaxed,
except for the dodecainterstitial cluster. In this case, the re-
laxation involves a twisting of the end of the cluster so that
this end lies along a newk100l direction, forming an “L-
shaped” structure in which each branch is composed of the
motif seen in the hexainterstitial. This structure has a slightly
higher binding energy than those of the neighboring intersti-
tial cluster sizes. We have yet to determine what impact this
structure has on the mobility of the dodecainterstitial cluster
or if other cluster sizes also exhibit this lower energy struc-
ture.

We emphasize that we do not know for certain if the
structures investigated for the larger cluster sizes are indeed
the ground state structure, and the fact that the dodecainter-
stitial cluster exhibits a different structure suggests that it is
very possible that even more compact structures will be more
stable. However, as the number of possible cluster geom-
etries grows exponentially with cluster size, it is very diffi-
cult to explore the structure space fully. The trends discussed
here are not necessarily definitive. Even if these extended
k100l structures are not the ground state, they are still very
stable structures. Experimentally, under certain conditions,
interstitial dislocation loops in MgO are seen to grow pref-
erentially in thek100l direction and the defect clusters we see
here may be precursors to the dislocation loops seen in ex-
periment. However, more work needs to be done before any
definite comparisons can be made.

C. Long time behavior via temperature accelerated dynamics

The cascade simulations described above can only follow
the dynamics of the resulting defects for time scales on the

order of ps. To truly understand the behavior of these defects,
longer times must be simulated. We applied TAD to repre-
sentative defect structures seen in the cascades to achieve
experimental time scales.

Figure 10 shows results from a long-time scale TAD
simulation of the annealing, at 300 K, of the typical damage
seen at 400 eV. The initial configuration is very similar to
that seen in Fig. 2scd, consisting of two isolated vacancies
and a di-interstitial. At 300 K, vacancies are immobile even
on the time scale of centuries. In contrast, an isolated MgO
di-interstitial, moving ink111l directions via a collinear inter-
stitialcy mechanism, diffuses on the time scale of tenths of
seconds with a barrier of 0.75 eV. In the presence of the
vacancies, because of the strong electrostatic interactions,
this barrier is reduced so that byt=0.08 s, the di-interstitial
reaches the O vacancy and partly annihilates with the va-
cancy. The remaining Mg interstitial quicklyswithin 51 nsd
finds the Mg vacancy, completing the annealing process and
resulting in a perfect crystal.

The annihilation event shown in Fig. 10sed is an interpo-
lation between the states before and after annihilation occurs.
The interpolation shows the concerted nature of the event in
which four atoms are involved. The actual minimum energy
path, found with NEB, shows a more complex behavior. Ini-
tially, the interstitial atom executes a hop very similar to the
collinear interstitialcy mechanism describing isolated inter-
stitial diffusion, with the saddle point geometry appearing
very similar to that mechanism. Once the system passes over
the saddle point, the three remaining atoms are moved by
two successive interstitialcy hops, but the process is all
downhill once the saddle has been cleared. There are no
barriers for the subsequent hops. Thus, although the mini-
mum energy path shows a sequence of three, seemingly in-
dependent hops, this is actually a single concerted event with

FIG. 9. sColor onlined Ground-state structure of thesad
hexainterstitial and thesbd octainterstitial. The hexainterstitial is
centered around one MgO fundamental structural unitsthe bars and
vacant lattice sites, represented by cubesd while the octainterstitial
extends over two structural units. Each of the bars connecting the
vacant sites lies along ak100l direction. In the hexainterstitial struc-
ture, six atoms have been inserted into the basic MgO structural
unit, displacing the crystallographic atoms away from their lattice
sites. The octainterstitial exhibits a similar structure in which eight
atoms have been inserted into two MgO structural units.

FIG. 10. sColor onlined Results of a typical TAD simulation.sad
The initial configuration contains a di-interstitial and two vacancies,
similar to the final state of Fig. 2scd. sbd By t=81 ms, the di-
interstitial has diffused toward the O vacancy and,scd via a con-
certed event involving several atoms,sdd the O atom of the di-
interstitial annihilates the O vacancy 9 ns later. The remaining Mg
interstitial then recombines with the Mg vacancy via a long-range,
concerted mechanism involving many atomssed which results in the
reformation of the perfect crystalsfd 51 ns after the first annihilation
event. The asterisks indicate structures interpolated between the ini-
tial and final states of the events. See the text for discussion on the
details of the event.
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one saddle point. Analysis of trajectories initiated from the
saddle plane shows that this entire sequence takes place in
roughly 0.5 ps.

From this and other TAD simulations, we find that, for
small interstitial clusters, the migration energy tends to in-
crease with cluster size. Isolated interstitials diffuse quickly,
on the nanosecond time scale, with barriers of 0.32 eV for
the Mg interstitial and 0.40 eV for the O interstitial. Di-
interstitials are somewhat less mobile, diffusing on the time
scale of a fraction of a second at 300 K with a barrier of
0.75 eV. As discussed below, the trend is broken for tri-
interstitials, which, with a barrier of about 0.6 eV, diffuse
faster than di-interstitials. However, tetrainterstitials are im-
mobile, diffusing on a time scale of 108 yr. These tetrainter-
stitials can form when two di-interstitials meet during the
diffusion process. The results of all of the TAD simulations
are summarized in Table V and Fig. 11.

Tri-interstitials diffuse in a manner similar to the
di-interstitial, though with a significantly lower barrier.
We originally reported in Ref. 2 migration barriers of
0.79 eV and 0.80 eV for the Mg-O-Mg and O-Mg-Otri-
interstitials, respectively. Those calculations used the free
boundary geometry discussed above, but with the interior
region consisting ofN=216 moving atoms. More recently,
we have improved upon those calculations and have found

that the barriers are actually somewhat lower. ForN=512
moving atoms, we find barriers of 0.59 and 0.61 eV for
Mg-O-Mg and O-Mg-O, respectively. We have further
tested the dependence of the diffusion barrier of
Mg-O-Mg versusN. For N=1003, the barrier is 0.54 eV
and remains essentially unchanged atN=1731. Thus, the
value of 0.59 eV atN=512 is within 0.05 eV of the con-
verged value. As with the di-interstitial structure, these tri-
interstitial structures diffuse via moves ink111l directions,
displacing three atoms from the lattice to form a new tri-
interstitial via this collinear interstitialcy mechanism. For
both the di- and tri-interstitials, diffusion via thesek111l
moves is isotropic; i.e., all eightk111l diffusion directions
are accessible from a given trimer orientation.

Both di- and tri-interstitials can also rotate to a newk100l
direction. For the di-interstitial, this rotation mechanism has
a barrier of 1.20 eV. In this process, the Mg ion of the di-
interstitial remains in its original 8c site while the O ion
displaces a lattice atom, very similar to a single interstitial
hop. If the O ion remains fixed instead, the barrier for this
rotation is very similar at 1.24 eV. For the tri-interstitials, the
corresponding mechanism has a barrier of 1.23 eV for the
Mg-O-Mg tri-interstitial and 1.27 eV for the O-Mg-O tri-
interstitial. In this mechanism, one of the end atoms of the
tri-interstitial remains stationary while the other two atoms
displace lattice atoms in a way that results in a tri-interstitial
aligned along a differentk100l axis. These rotational mecha-
nisms do not change the isotropic diffusive character of the
clusters. However, they would allow the clusters to change
orientation as they approach other defects, possibly affecting
cluster aggregation.

The immobility of the tetrainterstitial suggests that when
clusters of four atoms form, they might act as interstitial
sinks. Surprisingly, however, this is not necessarily the case.
For example, the hexainterstitial, formed when a di-
interstitial encounters a tetrainterstitial, is mobile, diffusing
with a barrier of 1.04 eV in its ground states100 s time
scaled. The structure of this ground state is shown in Fig.
9sad. More interestingly, the hexainterstitial can also exist in
a metastable state, 0.89 eV above the ground state, in which
it diffuses much faster. Diffusion of this metastable

TABLE V. The energy barriers and event time scales for some
of the typical defects observed in the collision cascades.

No. in
cluster species

barrier
seVd

event time
at 300 K

ssd note

1 Mgi 0.32 10−8

1 VMg 2.12 1021

1 Oi 0.40 10−7

1 VO 2.00 1021

2 sMgOdi 0.75 0.1

0.66 0.01 DFT

2 VMgO 2.49 1027, VO hop,

0.99 103 VMg catch
up

2 VMgO 2.53, 1027, VMg hop,

1.03 103 VO catch up

3 sMgOMgdi 0.59 10−4 diffusion

1.23 rotation

3 sOMgOdi 0.61 10−4 diffusion

1.27 rotation

4 s2Mg2Odi 1.68 1015

6 s3Mg3Odi 0.24, 10−9 metastable
state

0.33 10−8 metastable
state, DFT

1.04 100 ground state

8 s4Mg4Odi 0.66 0.01 metastable
state

1.70 1015 ground state

FIG. 11. Migration barriers for interstitial clusters versus cluster
size. The time scale for diffusion at 300 K is also shown. The bind-
ing energy increases with the cluster size, while the energy barriers
do not follow any obvious trend. The dashed line indicates barriers
for metastable clusters. Asterisks indicate barriers calculated with
DFT.
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hexainterstitial occurs in two stages, with an overall barrier
of 0.24 eV, but is limited to diffusion along a singlek110l
direction. At 300 K, this diffusion occurs on the nanosecond
time scale. This metastable structure was found by running a
TAD simulation that began with a di-interstitial and a tet-
rainterstitial, as illustrated in Fig. 12. When the two defects
met, after some rearrangement, they formed the metastable
hexainterstitial. The smallest barrier we have found to go
from the metastable structure to the most stable hexaintersti-
tial is about 1.3 eV, a process that takes years to occur at
room temperature. This means that on the order of 1016 dif-
fusion events will occur in the metastable state before it de-
cays to the ground state. We do not know how often this
metastable hexainterstitial will form versus the true ground
state, but the fact that it did form in the single TAD simula-
tion we performed on this di-interstitial plus tetrainterstitial
encounter suggests that it will not be infrequent.

As discussed in Ref. 2, we find the behavior of the oc-
tainterstitial is similar to that of the hexainterstitial. A meta-
stable structure diffuses in one dimension with a barrier of
0.66 eVs0.01 s time scaled, trapped by a barrier of 1.52 eV
against decay to the ground state, which diffuses with the
larger barrier of 1.7 eV. It is tempting to speculate that yet
larger clusters may also have interesting kinetic properties.
The structure of the ground state of the octainterstitial, as
described above and shown in Fig. 9sbd, can be viewed as an
extension of the hexainterstitial structure. One can imagine
placing two hexainterstitials in adjacent cells and then re-
moving any atoms which overlap. Such a construction gives
the octainterstitial structure.

Finally, TAD simulations have also revealed that, as inter-
stitial defects approach vacancies, annihilation occurs via

long-range concerted events. In the case of a di-interstitial
close to a vacancy, many atoms are involved in the transition
which eventually annihilates part or all of the di-interstitial
fsee Figs. 10sed and 10sfdg. Concerted events are also impor-
tant in the diffusion of interstitial clusters, with the diffusion
mechanism for the metastable hexainterstitial involving 12
atoms. That is, the metastable hexainterstitial diffuses via an
interstitialcy mechanism in which all six atoms composing
the cluster displace and replace six atoms in the lattice; these
six displaced atoms then become the hexainterstitial on the
other side of the saddle point.

D. Density functional theory

Previously,2 we tested some of our empirical-potential re-
sults against DFT calculations, where we found that the for-
mation energies of the di-interstitial and metastable
hexainterstitial predicted by the empirical potential agreed
with the DFT calculations to within about 8%—or 0.5 eV
per atom in the cluster—while the diffusion barriers for these
two species agreed to within 0.1 eV. The results for the bar-
riers are included in Fig. 11.

This is very good agreement, giving us confidence that
our results are not an artifact of the potential. To understand
the origin of this good agreement, we have calculated the
Bader charges30,31for the atoms in and around the metastable
hexainterstitial configuration. In these calculations, as for
those in Ref. 2, we employed theVASP code28 with the PW91

functional and the projector augmented wave method29 on
supercells containing 216 lattice atoms and a plane wave
basis with energies up to 400 eV. It was determined that a
singleG-point sampling ofk space was sufficient to converge
energies for this cell size. For example, increasing the
k-point mesh to 23232 changed barrier heights by less
than 0.001 eV.

The result of the Bader charge decomposition is shown in
Fig. 13 in which the net charge transferred to or from each

FIG. 12. sColor onlined TAD simulation of the formation of a
mobile hexainterstitial at 300 K.sad A di-interstitial and tetrainter-
stitial begin about 1.2 nm apart. The tetrainterstitial contains four
interstitial atoms, but an additional atom is displaced from its lattice
site so that in this representation it appears to be composed of two
Mg interstitials, three O interstitials, and one O vacancy.sbd t
=1.2 s; the di-interstitial has approached the immobile tetraintersti-
tial. scd By t=4.1 s, the combined cluster has annealed to form a
persistent metastable state of the hexainterstitial.sdd This meta-
stable form diffuses on the ns time scale with a barrier of 0.24 eV.
The one-dimensionalk110l diffusion direction is indicated. Taken
from Ref. 2.

FIG. 13. sColor onlined Bader decomposition of the DFT charge
transfer in and around the metastable hexainterstitial cluster, rela-
tive to an isolated atom. In the bulk, each Mg atom has a net charge
of 1.72 while each O atom has a net charge of −1.72, illustrated by
the peak in the charge transfersthe location of the O values have
been shifted slightly to higher charge transfer for clarityd. The at-
oms in the metastable hexainterstitial cluster, labeled in the figure,
transfer slightly less charge than the bulk.
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atom in the cell is given. In the bulk, Mg atoms transfer 1.72
electrons to O atoms. This value is about 0.3 electrons less
than the formal charge of 2 electrons, supporting the validity
of the ionic model for this system. The atoms composing the
metastable hexainterstitial transfer slightly less charge, with
the least amount of charge transferred being about 1.64 elec-
trons. Thus, the amount of charge transferred in the atoms
composing the defect is very similar to the charge transfer
occurring in the bulk, possibly explaining why the ionic
model does so well in describing these bulk defects.

The value for the charge transferred of 1.72 is less than
the full charge of 2 assumed in our model. This suggests that
we might be able to improve the model by using partial
charges instead of the full formal charge. This may indeed
improve the ability of the potential to model certain aspects
of the system, but one must take care before proceeding in
this direction. Partial charge models are less transferable; a
parameter set for the O-O interaction developed for MgO
will be different from one developed for Al-doped MgO, for
example, making comparisons of defect energies more diffi-
cult. In addition, while some properties are typically im-
proved when a partial charge model is used, others, such as
dielectric constants, can be made worse.32 Finally, the Bader
charge decomposition is one of several such methods for
partitioning charge. While we might expect other schemes to
give qualitatively similar results, especially for the change in
charge transferred among the ions in the defects, the absolute
magnitude of transferred charge might differ. Thus, there is
no unique value for the transferred charge to use in a partial
charge model. For these reasons, while using partial charges
may improve our ability to model MgO, we feel that a full
charge model is more appropriate for studying a variety of
complex materials.

III. DISCUSSION AND CONCLUSIONS

Combining the results from molecular dynamics, molecu-
lar statics, temperature accelerated dynamics, and density
functional theory reveals an interesting picture for the room-
temperature evolution of radiation damage after a low-
energy cascade in MgO. Point defects and small clusters
form during the first 10 ps after the impact. While vacancies
are immobile at room temperature, interstitial ions diffuse
quickly. They can either recombine with vacancies, effec-
tively healing the crystal, or aggregate with other intersti-
tials, forming successively larger interstitial clusters. These
clusters become more stable with size. They also generally
become less mobile with size, but there are some dramatic
and important exceptions. For example, the tetrainterstitial is
immobile at room temperature, but combining with a di-
interstitial can give a hexainterstitial in a long-lived meta-
stable state that diffuses faster than any other species we
have observed in MgO. These mobile clusters can thus dif-
fuse over long ranges, interacting and aggregating with clus-
ters from other cascades which will increase the overall dam-
age accumulation rate. In the case of the hexainterstitials and
octainterstitials, the long range one-dimensional diffusion
along k110l in their metastable states could result in an ex-
perimentally detectable signature.

As mentioned above, the potential used in this study does
not account for any charge transfer between species. It is
important to consider what impact this property of our model
has on the results described in this work. The largest effect is
in the Coulomb interactions. If charge transfer were allowed,
then the charge on individual defects would be reduced and
the interaction would be reduced as well. The most immedi-
ate consequence of this would be that long-range attraction
between oppositely charged defects would be reduced and
the time scale for, for example, annihilation would be in-
creased. Interstitials would have to move closer to vacancies
in order for there to be a high probability of recombination.
There would also likely be differences in the ground state
structure, as shown by density functional theory cal-
culations,33 and migration barriers, though the magnitude of
these differences are impossible to know without direct cal-
culation.

The impact of charge transfer on the net-neutral species
we describe would likely be much less. The fact that the
density functional theory calculations we have done on the
di-interstitials and metastable hexainterstitials agree well
with the empirical potential calculations suggests that our
fully charged model describes these defects well. The DFT
calculations also show that the charge transfer among atoms
in the metastable hexainterstitial is similar to that in the bulk
and that charge transfer does not play a big role in these
neutral clusters. Thus, while the behavior we see for charged
defects may not be as indicative of their behavior in real
MgO, our predicted properties of neutral clusters are likely to
be much more reliable.

At this point, it is difficult to directly compare our simu-
lation results with known properties of MgO. Experimental
estimates of the vacancyslikely Od migration barrier of
1.9 eV sRef. 34d agree well with the value of about 2.1 eV
predicted by this and other theoretical studiesse.g., see Ref.
36d. More recent experiments find a range of activation en-
ergies for the annealing of F centers, from 1.9 to 3.4 eV.35

The interpretation in those experiments is that the value of
3.4 eV corresponds to the diffusion of F centers and that
lower values represent more complex mechanisms. The dis-
crepancy between that result and ours may be due to the fact
that they are examining the behavior of F+ and F centers,
while our simulations can only consider F++ defects at this
time. However, whether F centers diffuse with a barrier of
2 eV or 3.4 eV would not change the results presented here;
they would be immobile at room temperature in either case.
The key result is the fast diffusivity of large interstitial clus-
ters, which is confirmed by our DFT calculations.

Most experimental work on MgO, however, can only re-
veal properties of larger scale defects, such as interstitial
dislocation loops and vacancy voids. We have not addressed
the length scales necessary to describe these larger defects.
Speculation that thek100l character of the larger clusters in
our simulations is connected to thek100l growth direction of
some interstitial dislocation loops is, for the moment, exactly
that: speculation. In our ongoing effort, we hope to make
more direct comparisons between theory and experiment.

We point out that while this study has revealed intriguing
properties of defect clusters in MgO, it is not a comprehen-
sive study of all small defects in MgO. We have not exam-
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ined, for example, the properties of the pentainterstitial, nor
some of the other possible small-cluster coalescence pro-
cesses. Rather, we have focused on the characteristic of de-
fects seen in low-energy cascades. Future work will expand
on this.

In summary, combining MD cascade simulations, static
energy minimization, temperature accelerated dynamics,
and DFT, we find that it is possible to study the radiation
damage properties of MgO on time scales relevant to experi-
ment. Complex events are important, and higher level mod-

els should account for them in order to simulate the correct
damage evolution.
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