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Abstract 

The demand for smaller and faster devices means that silicon (Si) may have to be 

replaced with an alternative semiconductor material.  Germanium (Ge) is being 

considered as one of these alternatives due to its higher carrier mobilities.  Ge has, 

however, attracted much less attention than Si, in particular, it is not clear how 

dopants are accommodated and transported.  In the present study both experimental 

and theoretical techniques have been applied to study the defect structures and 

stability in Ge. 

The experimental studies focused on the implantation and diffusion of 

phosphorous (P) in Ge substrates, as a function of the protective capping layer used 

to passivate the Ge surface during annealing and implantation.  Various capping 

layers were used, for example, silicon dioxide and silicon nitride.  For the protected 

samples insignificant P diffusion was observed in Ge samples with low P 

concentrations.  Conversely, samples with higher P concentrations exhibited 

enhanced concentration-dependent diffusion. 

Density functional theory (DFT) calculations have been used to predict the 

structures and relative energies of defect clusters that form in Ge, between lattice 

vacancies an extensive range of dopants (p-type, isovalent and n-type dopants). For 

comparison, equivalent defect clusters were considered in Si. The wide range of 

dopants investigated illuminates similarities and differences that exist between 

defect structures in Ge and Si. 

The transport of dopants can be influenced by defect species other than 

intrinsic interstitials and vacancies, in particular, extrinsic carbon (C).  Using DFT 
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simulations, the influence of C on the stability of boron-vacancy, P-vacancy and 

arsenic-vacancy complexes in Ge and Si was predicted and important differences in 

the defect chemistry of Ge and Si were highlighted.  These results were used to 

interpret differences between predicted migration activation energies for P in Ge via 

a vacancy mechanism, with and without the presence of C. 
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Chapter 1 

Introduction 

 

‘By convention the sweet, by convention the bitter, 

by convention the cold, the hot, the colour, 

in truth nothing but atoms and the void.’ 

                                 Demokritos  

 

 

1.1 From Eka-Silicon to Ge MOSFET 

The increase in the number of transistors per integrated circuit has been obeying the 

unprecedented growth described in Moore’s law for a number of decades [1].  This 

is responsible for the increasing power of computers and consequently the recent 

simulation of physical systems that were too complex a few decades ago.  As the 

microelectronics industry is reaching the physical and technological limits of silicon 

technology, new techniques and materials, such as germanium, are required to 

replace silicon, so that the pace dictated by Moore’s law will be maintained for the 

years to come.   

 

1.1.1 Brief History 

Germanium (Ge) was one of the three elements whose existence was predicted by 

Dmitri Ivanovich Mendeleev years before they were discovered [2].  Eka-aluminum 
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(gallium) was discovered by Paul Lecoq de Boisbaudran in 1875 [2] and eka-boron 

(scandium) by Per Cleve in 1879 [2].  In 1885 a new ore, argyrodite, was 

discovered in a German mine.  A year later and almost fifteen years after the 

prediction of the existence of eka-silicon by Mendeleev, Clemens Winkler 

determined that argyrodite contained a new element, which he named germanium 

[2]. 

Over the years, the physical and chemical properties were studied 

systematically [4, 5], but it was in 1947 that Ge was in the spotlight.  That year, the 

first point contact transistor, invented by J. Bardeen and W. H. Brattain, was built 

on polycrystalline Ge [6].  The importance of Ge in the rapidly developing world of 

microelectronics reached its peak in 1958, when J. Kilby invented the Ge integrated 

circuit [7].  The decline of Ge in electronics came three years later, when R. Noyce 

integrated a number of components onto a single silicon (Si) chip with the use of 

silicon dioxide (SiO2) as a mask [8]. 

 

1.1.2 Ge in Microelectronics 

Even though the first transistors were made of Ge, the main drawback in integrating 

Ge was that the hexagonal phase of germanium dioxide GeO2 is thermodynamically 

unstable and water soluble and as a consequence unsuitable for device fabrication.  

On the other hand, SiO2 was ideal to protect device surfaces and an effective mask 

in device fabrication.  In addition, the higher bandgap of Si (1.1 eV compared to 0.7 

eV for Ge) [9] allows the operation of devices at higher temperatures compared to 

Ge. 
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For years, the microelectronics industry improved transistor performance by 

scaling the modern complementary metal-oxide-semiconductor field effect 

transistor (MOSFET).  As transistors get smaller, their performance and operation 

are reaching the fundamental limits of Si and a number of problems are generated, 

such as leakage currents, switching control and power consumption.  To battle the 

leakage current problems, which in turn increase the power consumption, high 

permittivity (high-k) materials can be applied to replace the silicon dioxide layer for 

gate oxide scaling [10].  Chip speed is dependent upon the rate at which the 

transistor switches on and off and, as a consequence, it is dependent both on the 

carrier mobility and the distance the charge has to travel.  By reaching the physical 

limits of the reduction of the size of transistor, the increase of speed can be 

achieved by using materials with higher charge carrier mobility.  Substantial efforts 

have been invested into strained-silicon, which is a material with enhanced current 

mobility [11, 12].  As an alternative to the scaling approach and strained silicon, 

higher mobility can be achieved by using germanium (Table 1.1), which has 

intrinsically higher carrier mobility [9].   

 

Table 1.1 Electron and hole mobilities (cm2/Vs) in bulk Si, GaAs and Ge at room 

temperature [9]. 

 

 Si GaAs Ge 

µe 1500 8500 3900 

µh 450 400 1900 
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Recent developments in thin-film deposition allow the deposition of a high-k 

dielectric, such as hafnium dioxide HfO2, on a substrate. The implementation of 

HfO2 on Si leads to severe surface carrier mobility degradation, however, the use of 

Ge as a substrate with its higher hole and electron mobilities [9] (see Table 1.1) 

rectifies this drawback.  Consequently, Ge is gaining in significance over Si as a 

material for future nano-electronics devices. 

 

1.1.3 Alternative Ge Applications 

At the same time when the short-lived Ge transistor age was coming to an end, the 

application of Ge in nuclear physics began [8].  The first breakthrough was the 

Freck and Wakefield GeLi detector [13].  The use of GeLi for gamma-ray detection 

was appropriate due to the large atomic number of Ge (Z = 32) that results in a good 

stopping power for gamma-rays.  The electron and hole mobilities (µ) and lifetimes 

( ) result in optimum µ  products and therefore detector efficiencies [8].  The 

drawback, however, of GeLi detectors was their sensitivity to temperature rises that 

resulted in loss of resolution [8].  Over the years, Ge radiation detectors evolved 

and were made of ultra-pure Ge [8]. 

It is important to acknowledge that the alternative applications of Ge stem 

from its attractive materials properties.  For example, Table 1.1 indicates that Ge 

has the highest hole mobility compared to Si and GaAs and an electron mobility 

more than twice the value of Si.  It is also important that Ge (and Si) has an indirect 

band gap with a smaller band gap compared to Si [9].  In silicon germanium (Si1-

xGex) alloys, all concentrations can be achieved due to the complete solubility of Si 
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in Ge and vice versa [11].  The relative concentration of the two elements in the 

alloy is important not only for the resultant lattice parameter, but also for the band 

gap [11, 12]. 

Apart from microelectronics, Ge or Si1-xGex alloys are now used (or being 

considered) for optoelectronics, detectors, solar cells, and spintronics applications 

[9]. 

  

1.2 Outline of the Thesis 

This thesis investigates the defect processes in Ge through the use of density 

functional theory and experimental studies.   

In Chapter 2, a brief description of the importance and thermodynamics of 

point defects is given.  The diffusion constant, migration energy, formation energy 

and binding energy are defined.  Finally, a brief review of dopant diffusion in Ge is 

provided. 

Chapter 3 introduces the basic concepts of density functional theory that were 

applied in most of this work.  The details of the parameters that determine the 

accuracy of the calculations are also given. 

Chapter 4 investigates the importance of clusters formed between donor atoms 

and lattice vacancies in Ge and for comparison in Si.  The stability of a number of 

donor-vacancy clusters is predicted. 

Chapter 5 considers the significance of clusters containing up to five As atoms 

and a lattice vacancy (V).  Through a mass action analysis the relative 

concentrations of these clusters is predicted. 
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Chapter 6 is a systematic study of the stability of clusters composed of a range 

of dopants (B, Al, Ga, In, C, Si, Sn, N, P, As and Sb) and lattice V.  Equivalent 

clusters in Si were also modelled for comparison.  The aim is to be able to identify 

specific trends through the wide range of dopants. 

In Chapter 7 the effect of carbon on dopant-vacancy association is discussed.  

Three dopants are studied, B, P and As due to their potential technological 

significance. 

In Chapter 8 the activation energy of PV pairs via the ring mechanism of 

diffusion is predicted.  Additionally, the effect of C atoms, in the vicinity of the 

pair, on the migration energy barrier is studied.  For completeness, the stability and 

importance of a range of PnVm clusters is discussed with the use of mass action 

analysis.   

Chapter 9 is an experimental study of the implantation and diffusion of P in 

Ge for a range of experimental conditions, such as annealing temperatures, 

annealing times, implantation energies and implantation doses. 

Chapter 10 investigates the effect of Ge substrate sublimation.  It is also 

determined that the surface passivation of Ge substrates is important in the study of 

the diffusion of implanted P. 

Chapter 11 summarizes the most important contributions, whereas in Chapter 

12 the most important areas of future work are discussed. 

Appendix A presents the work on hydroxide materials that was carried out 

during the course of this Ph.D and its relation to semiconductor materials.  Finally, 

Appendix B lists selected publications and presentations. 
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The aim of this thesis is the better understanding of defect processes in Ge.  In 

particular, the interaction of dopants with lattice V and with co-dopants, such as C, 

the experimental study of P implanted Ge, the effect of substrate sublimation and 

capping layers have been studied in detail. 

  

References 
 
[1] G. E. Moore, Electronics 38, 114 (1965). 

 

[2] J. Daintith and D. Gjertsen (Eds), Dictionary of Scientists, Oxford University 

Press, Oxford, (1999). 

 

[3] C. Winkler and J. Prak, Chemie 34, 177 (1886). 

 

[4] F. W. Aston, Nature 111, 771 (1923). 

 

[5] L. Hoddeson, E. Braun, J. Teichmann, and S. Weart, Out of the Crystal Maze, 

Oxford University Press, New York, (1992). 

 

[6] W. B. Shockley, J. Bardeen, and W. H. Brattain, Nobel Lectures, Physics 1942-

1962, Elsevier, Amsterdam, (1964). 

 

[7] J. Kilby, Nobel Lectures, Physics 1996-2000, World Scientific Publishing Co, 

Singapore, (2002).   

 

[8] E. E. Haller, Mat. Sci. Semicon. Proc. 9, 408 (2006). 

 

[9] C. Claeys and E. Simoen (Eds), Germanium-Based Technologies-From 

Materials to Devices, Elsevier, Amsterdam, (2007). 

 



 29

[10] C. O. Chui, S. Ramanathan, B. B. Triplett, P. C. McIntyre, and K. C. Saraswat, 

IEEE Electron Device Lett., 23, 473 (2002). 

 

[11] M. L. Lee, E. A. Fitzgerald, M. T. Bulsava, M. T. Curie, and A. Lochtefeld, J. 

Appl. Phys. 97, 11101 (2005). 

 

[12] D. J. Paul, Semicond. Sci. Technol. 19, R75 (2004). 

 

[13] D. V. Freck and J. Wakefield, Nature 193, 669 (1962). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 30

Chapter 2 

Point Defects and Diffusion  

 

‘Crystals are like people; it is their defects that make them interesting’. 

                         

                                                                                                        F. C. Frank 

 

This chapter describes the importance and thermodynamics of point defects, 

introduces the physical quantities of interest and highlights the diffusion behaviour 

and the formation of clusters of a range of dopants in germanium. 

 

2.1 Point Defects 

In crystalline solids, the crystal accommodates a large number of imperfections.  

The concentration and nature of defects depends primarily on the temperature, 

pressure and composition of the system.  A significant category of imperfections are 

point defects.  Through the formation of point defects the configurational energy of 

the system increases and this leads to the reduction of the free energy of the system 

as, 

                                                  fff STHG =                                           (2.1) 

where Gf is the change in Gibbs free energy, Hf is the enthalpy, T is the 

temperature and Sf is the entropy of formation of the defect. 

The thermodynamic equilibrium concentration of point defects is given by [1] 
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                                            =
Tk

G
CC

B

f
T exp0                                          (2.2) 

where C0 is the defect concentration at absolute zero temperature (0 K) and kB is the 

Boltzmann constant.  The main species of point defects are vacancies, self 

interstitials and chemical impurities.  Chemical impurities can be incorporated in 

the lattice as substitutional atoms or by occupying interstitial positions. 

Diffusion in crystalline materials requires the motion of atoms away from 

their equilibrium positions.  The role of point defects is significant.  Vacancies 

provide the space into which neighbouring atoms in the lattice can jump.  As a 

neighbouring atom fills the empty space, it creates a vacancy at its original site, 

which can be filled by another atom and so the process continues.  This is the 

vacancy mechanism of diffusion and is common in a number of solid systems in 

nature.  In the interstitial mechanism the atom diffuses by jumping from one 

interstitial position to an adjacent one.  Finally, in the intersticialcy mechanism the 

interstitial atom moves on to a lattice site displacing the atom, which normally 

occupied the site, into an interstitial position.  

Naturally, there are potential energy barriers hindering the motion of atoms in 

the lattice.  The activation energy associated with the barriers may be overcome by 

providing thermal energy to the system.  The jump frequency  of a defect is given 

by [2] 

                                               =
Tk

G
B

mexp                                    (2.3) 

where Gm is the free energy required to transport the defect from an initial 

equilibrium position to a saddle point and  is the vibrational frequency.  In real 
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materials the atomic transport may be locally affected by interactions with other 

defects or if the defect concentration is high.  This is particularly important in group 

IV semiconductors where a dopant concentration higher than the intrinsic carrier 

concentration may result in significant changes in the diffusive behaviour of 

dopants. 

 

2.2 Thermodynamics of Point Defects 

The formation of a point defect in a crystal lattice requires a positive amount of 

work.  Point defects in general increase the internal energy of the crystal.  On the 

other hand, the configurational (or mixing) entropy of the crystal is also increased.  

This is because of the number of ways to distribute the point defect on the available 

lattice positions.  At any temperature above the absolute zero temperature the free 

energy will be a minimum for a concentration of defects determined by the balance 

of the entropy and energy contributions [1].  The number of ways, , n defects can 

be arranged on N sites is 

                                
!

)1)(2)...(2)(1(
n

nNnNNNN ++
=                       (2.4) 

Multiplying by ( )
( )!

!
nN
nN  

                                                        
( ) !!

!
nnN

N
=                                                (2.5) 

The configurational entropy, S, is given by 

                                          
( ) !!

!lnln
nnN

NkkS BB ==                                       (2.6) 
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Using Stirling’s approximation ( ln!ln ) [3] for the natural logarithm of 

the factorial of a large number, , the configurational entropy is given by 

                            ( ) ( )[ ]nnnNnNNNkS B lnlnln=                              (2.7) 

A crystal with n point defects has a free energy, F, 

                                                   TSnEF f=                                                      (2.8) 

Where Ef is the formation energy of the defect and T is the temperature.  

Minimizing the free energy with respect to n 

                                         0ln ==
n

nNTkE
n
F

Bf                                       (2.9) 

Therefore 

                                              =
Tk

E
nN

n
B

fexp                                              (2.10) 

If the number of defects is negligible compared to the number of sites the atomic 

fraction reduces to  

                                               =
Tk

E
N
n

B

fexp                                                  (2.11) 

Equation 2.11 implies that the defect concentration will increase rapidly with the 

increase of the temperature and that at zero Kelvin it will be zero.  Nevertheless, 

this equation neglects all entropy changes apart from the configurational entropy 

and it must be therefore modified. 

                                              =
Tk

E
A

N
n

B

fexp                                                (2.12) 
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Where A contains all the previously neglected entropy terms such as the entropy of 

formation that is influenced by the changes on the vibrational frequencies around 

the defect. 

 

2.3 Diffusion Coefficient 

The temperature dependence of the diffusion coefficient has an Arrhenius form: 

                                               =
Tk

HDD
B

aexp0                                             (2.13) 

Where Ha is the activation enthalpy of diffusion and D0 is the diffusion prefactor 

that contains all entropy terms and is related to the attempt frequency for migration.  

When diffusion involves only an interstitial migrating from one interstitial site to an 

adjacent interstitial site the activation enthalpy of diffusion is composed mainly of 

the migration enthalpy.  In the present thesis vacancy-mediated diffusion was 

considered.  In vacancy-mediated diffusion dopants are trapped in substitutional 

positions and form a cluster with one or more vacancies.  In such a situation 

diffusion requires the formation of the diffusion assisting cluster, migration of the 

cluster and finally the dissociation of the cluster.  It is common for experimental 

studies referring to vacancy-mediated diffusion to refer to the activation enthalpy of 

diffusion.  The activation enthalpy is given by the sum of the formation enthalpy 

and the migration enthalpy that will be defined below.  Diffusion in semiconductors 

can be influenced by the ionization of point defects and the presence of electric 

fields [4].  A more detailed treatment of diffusion in semiconductors is given 

elsewhere [4]. 
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2.4 Formation Energy  

The formation energy represents the energetic cost to construct a defect from its 

constituent atoms taken from chemical reservoirs.  The formation energy of a 

defect, Ef(defect), is defined by: 

                                +=
j

jjef nqdefectEdefectE µµ)()(                               (2.14) 

where E(defect) is the total energy of the supercell containing the defect, q is the 

charge state of the defect, µe is the electron chemical potential with respect to the 

top of the valence band of the pure material, nj is the number of atoms of type j and 

µj is the chemical potential of atoms of type j.  It should be noted that in this 

definition contributions due to entropy and phonons have been neglected.   

 

2.5 Migration Energy 

The migration energy is the energy barrier between an initial state and a final state 

of the diffusion process.  For a system with a complex potential energy landscape 

there are a number of different paths that need to be considered.  To predict 

migration energy barriers in the present thesis the linear synchronous transit (LST) 

method was used [5, 6]. 

In the LST method, developed by Halgren and Lipscomb [6], geometric 

interpolation between a reactant and a product is used to generate a reaction 

pathway.  In conjunction with single point energy calculations it can be applied to 

study transition states.  In LST an idealized set of structures that connect the 

reactant configuration to the product configuration is generated by interpolating 

distances between pairs of atoms in the reactant and product.  This is described by, 
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                                           ( ) ( ) P
ab

R
ab

i
ab frrffr += 1                                             (2.15) 

Where rab is the inter-nuclear distance between atoms a and b, f is the interpolation 

parameter that varies between 0 and 1, R and P denote a reactant and product atom 

respectively.  In the LST method as implemented into CASTEP the reactant and 

product configurations must have the same supercell parameters (constant volume), 

whereas the coordinates of the atoms change to minimize the energy of the system.  

This is different to the binding energies calculations were geometric optimization is 

achieved by allowing both the atomic coordinates and the unit cell parameters to 

relax (constant pressure).   

 

2.6 Binding Energy 

When defect binding energies are calculated the following definition is applied:   

                         =
components

defectsisolatedclusterdefectbinding EEE                 (2.16) 

Consequently a negative binding energy implies that the defect cluster is stable with 

respect to its constituent point defect components.   

The binding energy of a cluster formed from one each of D, C and V species 

is: 

)(2)()()()()( 11133 NNNNNNb GeEVGeEDGeECGeECDVGeECDVGeE +=
(2.17) 

where E(CDVGeN-3) is the energy of a cell containing C, D and V defects and N-3 

Ge atoms.  E(CGeN-1) is the energy of a supercell containing one substitutional C 

atom; E(DGeN-1) is the energy of a supercell containing one substitutional dopant 
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atom; E(VGeN-1) is the energy of a supercell containing one vacancy; and E(GeN) is 

the energy of a supercell containing N atoms of Ge.   

Finally, the binding energy, E(C-DVGeN-3), to associate a single C species to 

an existing DV cluster is given by, 

Eb (C DVGeN 3) = E(CDVGeN 3) E(CGeN 1) E(DVGeN 2) + E(GeN )
                            = Eb (CDVGeN 3) Eb (DVGeN 2).

   (2.18)     

This energy represents the additional energy gained by adding a C to an existing DV 

pair.  Similar energies can be defined for adding a D to an existing CV pair.  In the 

nomenclature used here, the dash indicates on which side of the existing pair the 

extra dopant is added and a negative energy implies the larger cluster is more stable. 

 

2.7 Diffusion of Dopants  

Diffusion of most dopants with technological significance (for example P, As and 

Sb) in Ge has been attributed to vacancy related mechanisms (solids lines in Figure 

2.1) [7-11].  In the ring mechanism of diffusion the V must move away to the third-

nearest neighbour site in order to return along a different path [12, 13].  In Chapter 

8 phosphorous-vacancy pair diffusion via the ring mechanism has been predicted to 

be energetically favourable in agreement with recent experimental studies [8, 9].  

The concerted exchange mechanism, in which two atoms exchange positions in the 

lattice in a concerted motion [14], has not been studied extensively in Ge apart in 

few studies [15].  

         Boron (B), aluminium (Al), gallium (Ga) and indium (In) are acceptor atoms 

and can be potentially used as p-type dopants in Ge technology.  Interestingly in a 

recent density functional theory study, Janke et al. [15] predicted that boron (B) 
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diffuses via an interstitially mediated mechanism (Figure 2.2).  B diffusion in Ge is 

limited (Figure 2.1) and this can be attributed to the high predicted activation 

energy for migration of 4.3 eV via interstitial related mechanisms [15].  This is in 

good agreement with previous experimental studies observing an energy barrier of 

4.5-4.6 eV [16, 17].  

Al is considered to be a potentially suitable acceptor dopant in Ge because of 

its solubility (~4x1020 cm-3) [18-21] that is significantly higher compared to the 

equilibrium solubility of B (~5x1018 cm-3) ([22] and references within).  The 

drawback of Al is its out-diffusion behaviour and its limited activation [18].  There 

are limited studies for the diffusion of Ga and In in Ge [23-26].  Recent 

experimental studies [27], determined that Ga migrates in Ge via a vacancy-

mediated mechanism with activation energy of about 3.21 eV. 

Carbon (C), Si and tin (Sn) are important isovalent impurities in silicon-based 

devices.  Sn has been determined to diffuse via the vacancy-mediated mechanism 

with activation energy of about 2.9 eV [27].  The effect of C is discussed in more 

detail in chapters 7 and 8.  C in Si and Ge is usually introduced during the 

Czochralski method [4, 22].  It has been observed that C atoms affect the diffusion 

of dopants and the formation of clusters consisting of dopant and vacancies in both 

Ge and Si [28, 29].  The solution of Si in Ge is common; both elements exhibit the 

diamond crystal structure.  In silicon germanium (Si1-xGex) alloys all concentrations 

can be achieved due to the complete solubility of Si in Ge and vice versa [30, 31].  

The relative concentration of the two elements in the alloy is important not only for 

the resultant lattice parameter but also for the band gap.   
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Figure 2.1 The experimentally determined temperature dependence of the diffusion 

of impurity atoms in Ge [11]. 
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Figure 2.2 Proposed mechanism, by Janke et al. [15] for the diffusion of B-

interstitial pairs (B = dark ball and Ge = light grey ball). 

 

Phosphorous (P), arsenic (As) and antimony (Sb) are technologically 

important donor atoms in Si-technology.  In Si, P atoms diffuse predominantly via 

their interaction with Si-interstitials, As atoms diffuse almost equally via their 

interaction with Si interstitials and vacancies and Sb atoms diffuse mainly via their 

interaction with vacancies [32].  Only a few experimental studies have been 

published regarding P diffusion in Ge during the last few years (for example [33-

35].  In Ge, P has demonstrated a high extrinsic diffusivity and a limited solid 

solubility (~2x1019 cm-3) [34].  Arsenic is the most important donor atom in Ge 

because of its higher activation during annealing [36] and its greater solubility 

(~1020 cm-3) [37].  In previous experimental studies As diffusion in Ge has been 

described by a vacancy mechanism with neutral and doubly negatively charged 

vacancies [33, 38].  In a recent study, Bracht and Brotzmann [39] have modelled the 
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experimental As diffusion profiles in Ge by employing singly negatively charged 

arsenic-vacancy (AsV) pairs. 

  Sb has a solubility of ~1019 cm-3 [37], lower compared to As.  Chui et al. [33] 

have described Sb diffusion via a vacancy mechanism using neutral and singly 

negatively charged vacancies.  Nitrogen (N) is a poor donor in Ge and Si and its 

behaviour is distinctively different from the previously mentioned donor atoms.  

This is because of its low solubility and tendency to form nitrogen-nitrogen (NN) 

pairs ([40] and references within).  Notably, the N2 molecule has high dissociation 

energy and can enter in the tetrahedral interstice of Ge (or Si) [41].  Campbell et al. 

[42] have determined that about 85% of implanted N in Ge is located in non-

substitutional sites.  Berg Rasmussen et al. [43] predicted that the prevalent centre 

observed in Ge is a NN pair consisting of two neighbouring split interstitials (Figure 

2.3) 

 

 

 

Figure 2.3 The NN pair of two neighbouring split interstitials in Ge [40]. 
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  As discussed previously it has been experimentally determined [10, 11] that 

fast diffusing dopants in Ge migrate via vacancy-mediated mechanisms.  This is a 

consequence of the lower formation energy of a V compared to a self-interstitial in 

Ge [8, 10] (see also section 8.3.1).  A consequence of this will be that the 

population of Ge vacancies will be significantly higher compared to self-

interstitials.  Under implantation the V population will be even higher as Ge atoms 

will be displaced from their equilibrium positions.  The interaction of dopants with 

vacancies is of importance.  For example in Si  it has been demonstrated that 

As atoms can migrate via a vacancies but also under certain concentration 

conditions they can also form larger immobile As-vacancy clusters that limit the 

electrically active As profile (see also Chapter 5).  The diffusion control and 

limitation of the As-vacancy clusters is of technological importance as they can 

have deleterious effect on the performance of devices. 

In Si the interaction of point defects with dopants has been studied in detail 

for a number of years.  Conversely, Ge has regained the interest of the 

semiconductors community, after years of neglect.  Only a few studies exist that 

describe the interaction of dopants with vacancies in Ge.  In the present thesis, 

Chapter 4 addresses the binding of donor atoms with vacancies.  Donor atoms in Ge 

are particularly mobile and are thought to migrate via the ring mechanism of 

diffusion [9-13] (see also Chapter 8).  In the ring mechanism of diffusion the 

association with the lattice vacancies is of critical importance.  This is because in 

the ring mechanism of diffusion the dopant must be bound to a vacancy, the 

vacancy has to migrate at least to the third nearest neighbour and return back via 
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another direction.  Chapter 5 considers the formation of larger As-vacancy clusters 

in Ge over a range of temperatures and their potential importance in n-doped 

devices.  In Chapter 6 the interaction of vacancies with a range of isovalent and 

aliovalent dopants was considered.  A large number of dopants was used to 

facilitate comparison and be able to devise more general conclusions. 
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Chapter 3 

Theoretical Methodology 

 

 ‘If anything like mechanics were true then one would never understand the 

existence of atoms. Evidently there exists another “quantum mechanics” ’. 

 

Werner Heisenberg (letter to Wolfang Pauli, 21 June 1925) 

 

3.1 Background 

The quantum mechanical formulation provides the most complete description of 

nature.  In theory, through the principles of quantum mechanics, the total energy of 

an ensemble of electrons and atomic nuclei in a perfect (or defective) lattice can be 

calculated.  This is important as electrons govern most of the properties of materials 

in the situations where nuclear processes are not considered.  

Quantum mechanically, the electronic structure of matter is explored via the 

non-relativistic Schrödinger equation for the many-electron wavefunction [1], 

                 
0

2
1

2

2

,

2
2

2

=+
jj jjj lj lj

l
j E

rr
e

Rr
eZ

m
h

                             (3.1)    

Where E is the energy, rj are the positions of the electrons and Rl, Zl are the 

positions and atomic numbers of the nuclei respectively.  The validity of this 

equation for electron dynamics is derived from the Born-Oppenheimer 

approximation in which the lighter electrons move considerably faster compared to 
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the much heavier nuclei, therefore the latter are considered to be fixed in space.  

Even though there exist analytic solutions of the Schrödinger equation for some 

simple systems (e.g. hydrogen atom) solving the equation for a high number of 

electrons is computationally intensive because of the complexity of many-electron 

interactions [2]. 

 

3.2 Density Functional Theory 

 Thomas and Fermi [3, 4] had developed a theory to connect the electron density 

distribution and the electron energy; however, it did not lead to any chemical 

binding so it is of limited use.  Hohenberg and Kohn [5] linked the electron density 

to the Schrödinger equation with the introduction of two theorems.  According to 

the first theorem the ground state energy of a system of electrons can be expressed 

as a functional of their density, n [6].  The second theorem postulates that the 

density that minimizes the energy is the density of the ground state of the system 

[6].  The system under investigation by Hohenberg and Kohn is a large box 

containing an arbitrary number of moving electrons (inhomogeneous electron gas) 

being influenced by Coulombic repulsion and an external potential, Vext [5].  In 

what follows the two theorems of Hohenberg and Kohn will be proved and the 

technical details of density functional theory (DFT) will be discussed.  
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3.2.1 Ground State Density as the Basic Variable 

The basic theorem of Hohenberg and Kohn is  

The ground state density of a bound system of interacting electrons in some external 

potential determines this potential uniquely. 

The theory is valid for any ground state density [6] but the proof presented will be 

for the case of non-degenerate ground state.  Non-degenerate systems are systems 

with only one stationary state belonging to each energy level. 

Proof: Let n(r) be a non-degenerate ground state density of N electrons in the 

external potential v1(r) corresponding to the ground state 1 and the energy E1.  

Applying Dirac’s bra-ket notation [7]:  

                         ( ) ( ) 1111111 eeVTdnvHE ++== rrr                        (3.2) 

Where H1 is the total Hamiltonian corresponding to v1(r), T and Vee are the kinetic 

and interaction energy operators for the electrons.  Assume there exists a second 

potential v2(r), not equal to v1(r) + constant, with ground state 2 . 

12
ie   

( ) ( ) 2222 eeVTdnvE ++= rrr  

Applying the Rayleigh-Ritz minimal principle ( is assumed to be non-degenerate) 

( ) ( ) ( ) ( )[ ] ( ) rrrrrrr dnvvEVTdnvHE ee +=++=< 2122212121  

( ) ( ) ( ) ( )[ ] ( ) rrrrrrr dnvvEVTdnvHE ee +=++=< 1211121212  

Adding up these two equations leads to the contradiction, 

2121 EEEE +<+  
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Therefore, by reductivo ad absurdum there exists no potential v2(r), not equal to v1(r) 

+ constant, that gives the same n(r). 

The number of electrons N is related to the ground state density n(r)  

                                                      ( )= rr dnN                                                     (3.3) 

Where the integral is taken over all space.  As the ground state density n(r) 

determines the potential and the number of electrons N it determines the full 

Hamiltonian.  Furthermore, it determines the properties that are derived by the 

Hamiltonian with the solution of the time dependent or independent Schrödinger 

equations.  The basic theorem of Hohenberg and Kohn is valid for the special case 

of non-interacting electrons. 

 

3.2.2 Hohenberg-Kohn Variational Principle 

The electronic ground state energy EGS can be calculated from the Rayleigh-Ritz 

minimal principle or by the direct approximate solution of the Schrödinger equation 

                                               HEGS min=                                              (3.4) 

where  is a normalized trial function for a given number of electrons N.  The 

constraint search method derivation of Levy and Lieb [8, 9] is simpler than the 

original derivation of Hohenberg and Kohn [5] where they expressed the minimum 

energy using density.   

The Hamiltonian of N electrons moving in an external potential ext(r) can be 

expressed in terms of the kinetic (T) and interaction energy operators 

                                            
=

++=
N

i
iexteeVTH

1
)(r                                            (3.5) 
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Levy [8] defined a functional valid for any number of particles and any external 

potential (universal functional) 

                      n
ee

n
een VTVTnF minminmin][ +=+=                         (3.6) 

With the aid of the universal functional F[n] we can define for a given external 

potential ext(r) the energy functional E[n].  The Hohenberg-Kohn variational 

principle effectively states that 

+= GSext EnFdnnE ][)()(][ rrr  

For a non-degenerate ground state, the minimum is attained when the density n(r) is 

the ground state density nGS(r).  In the case of a non-degenerate ground state the 

minimum is satisfied when the density n(r) is any one of the ground state densities. 

+= ][)()( GSGSextGS nFdnE rrr  

Proof: Writing 
=

=
N

i
iext

1
)(r  and applying the Rayleigh-Ritz minimal principle for 

the electronic ground state  

GS
n

ee
n

ext EVTVnFdn ++=+ minmin][)()( rrr  

Applying the minimum property again 

GSGSeeGS
n

ee
n EVTVT GSGS =++++ minmin  

This is true only when  

GSeeGS
n

ee
n VTVTnF GSGS +=+= minmin][  

Therefore we have  

       +=++= ][)()()()( nFdnVTdnE GSextGSeeGSGSextGS rrrrrr         (3.7)                          
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3.2.3 Exchange-Correlation Functional 
 
Although in principle DFT is exact the exchange-correlation energy is not known 

and therefore approximations must be introduced.  The simplest and one of the most 

widely applied approximations is the local density approximation (LDA).  

According to the LDA the exchange-correlation energy for a charge density n(r) at 

a point r can be approximated by the exchange-correlation energy of a uniform 

electron gas of density n(r): 

                                          [ ] ( )[ ] rr dnnnE unif
XC

LDA
XC =                                              (3.8)  

where ( )[ ]rnunif
XC  is the exchange-correlation energy per particle of a uniform 

electron gas of density n(r). 

The approach applied in the present thesis in the generalized gradient 

approximation (GGA).  GGA includes gradients of the charge density.  The 

exchange-correlation energy is 

                                  [ ] ( ) rdnnfnEGGA
XC = ,                                                (3.9) 

where ( )nnf ,  is a function of the charge density n and its derivative.  GGA is an 

improvement over LDA regarding binding energies, especially for systems 

containing hydrogen [2].  Inspite of the popularity of the LDA and GGA description 

they are far from ideal.  The introduction of a universally applicable and accurate 

exchange-correlation functional is probably the greatest challenge of DFT [2]. 
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3.3 Plane Waves and k-Points 

Expressing the wavefunction as a sum of plane waves can simplify the computation.  

In a periodic system Bloch’s theorem [10] can be used: 

                                               ( ) ( ) ( )rrr = i
nn euk, .                                              (3.10) 

Where un(r) is a function with the same periodicity as the supercell and k is a 

wavevector representing the position in the Brillouin zone.  The complete 

wavefunction for state n is given by: 

                                      ( ) ( )= rr ,nn .                                             (3.11) 

The un(r) functions can be expanded in a plane wave basis set resulting in the 

following relation, 

                                                           ( ) ( )[ ]+
+=

g

rgk
gr i

ii ec ,,                                     (3.12) 

where g are the reciprocal lattice vectors of the supercell (primitive cell containing 

the defect, with reduced translation symmetry compared to the host lattice) lattice 

under consideration.  Even though the sum over g should be infinite, in practical 

terms it is truncated to a cutoff value (gcutoff) and is usually expressed in terms of the 

equivalent energy Ecutoff 

                                                                              
e

cutoff
cutoff m

E
2

22gh
=                                                                       (3.13) 

where h is Planck’s constant divided by 2  and me is the mass of the electron.  Ecutoff 

must be sufficiently large to include enough plane waves [ ( )rie ] to accurately 

describe the wavefunction and converge the calculations sufficiently.  The k should 

also be summed over the entire Brillouin zone.  To reduce the computations to a 
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manageable level the wavefunction is evaluated for a special set of k-points that 

approximate the entire Brillouin zone.  In the present study the Monkhorst-Pack 

scheme is used in which the chosen points form a uniform grid in k-space [11].  

 

3.4 Details of Calculations 

The calculations are based on the generalized gradient approximation using the 

Perdew, Burke and Ernzerhof (PBE) [12] exchange-correlation functional combined 

with ultrasoft pseudopotentials [13]  as implemented in the CASTEP code [2, 14].  

The advantage of ultrasoft pseudopotentials compared to norm-conserving 

pseudopotentials is that they require fewer plane waves for a given level of 

accuracy [2].  The plane-wave basis set has been expanded to an energy cut-off of 

350 eV and the k-point set is based on a 2x2x2 Monkhorst-Pack grid giving a k-

point density of 0.044 Å-1.  A periodic cell with 64 atoms has been used to model 

the system under zero pressure conditions.  The unit cell parameters and the atomic 

coordinates are therefore allowed to relax using energy minimization; the 

calculations are performed at the static limit.  Even though GGA-based calculations 

incorrectly predict Ge to be metallic, this error does not significantly affect trends 

compared to Si for which GGA predicts an underestimated band gap.  As a 

consequence the present thesis is limited to charge-neutral defects.  Charged defects 

are important in group IV semiconductors [15]; nevertheless it is expected that 

important trends can be observed by comparing neutral defects in Si and Ge. 

Density functional theory calculations based upon the local density 

approximation (LDA) and GGA tend to underestimate the formation energies of 
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defects in Si and Ge, presumably due to the lack of exact exchange in these 

functionals [16, 17].  Nevertheless, previous studies have demonstrated the 

adequate convergence of the approach through comparison of the predictions to 

experimental studies in Ge (and Si) [18-20].  In the present thesis mostly binding 

energies were considered (which are determined from differences in defect 

energies).  These are expected to be less sensitive to systematic errors in the 

exchange-correlation energy. 

For all the binding energy calculations the supercell was geometrically 

optimized.  Geometric optimization, as implemented in CASTEP is achieved by 

adjusting the atomic positions and cell parameters in order to minimize the total 

energy of the system under consideration.  In the present thesis, atomic positions 

were relaxed until the largest forces were less than 0.05 eV/Å with a total energy 

convergence tolerance not exceeding 10-5 eV/atom.  The efficacy of this approach 

to predict the structure of inorganic crystals has been demonstrated by Milman et al. 

[21].  In CASTEP cell optimization can be achieved via the BFGS geometry 

optimization method, where a Hessian matrix is recursively updated during the 

optimization of the atomic coordinates and the lattice parameters [22]. 

For Ge, the calculated lattice parameter is 5.73 Å.  Using an experimentally 

derived expression [23] linking the lattice parameter to the thermal expansion 

coefficient, the experimental lattice parameter extrapolated to 0 K is 5.65 Å, which 

is 1.4 % lower than the predicted result.  The predicted lattice parameter of Si is 

5.45 Å, which is about 0.5 % higher compared to the experimental lattice parameter 

of 5.42 Å at 6 K [24].   
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Table 3.1 compares the parameters of the present study with the study of 

Probert and Payne [25], which aimed to improve the convergence of defect 

calculations in supercells.  The present study predicts a formation energy for a Si 

vacancy that is (0.06 eV higher) in excellent agreement to the value of Probert and 

Payne [25] using the larger supercell.  The predicted value is within the range of the 

experimental values 2.4 eV [26] to 3.6 eV [27] as well as previous modelling 

studies with prediction in the range of 2.8 eV [28] to 5.0 eV [29].  The present 

vacancy formation energy in Ge is 1.88 eV, essentially identical to the recent value 

of 1.88 eV of Ramanarayanan and Cho [30].  Using cut-off energy of 250 eV the 

vacancy formation energy in Ge was smaller by only 0.01 eV indicating the 

convergence of the calculation with respect with the cut-off energy.  Ideally a larger 

supercell should be used to avoid interactions between the defect and its periodic 

images that are created in the supercell approach.  Nevertheless, the 64 atom 

supercell has proved to be sufficient in recent studies of related materials [31, 32]. 

Supercell DFT simulations significantly underestimate the band gap of Ge 

[33].  This in turn can have a significant effect on the properties of charged defects 

[33].  Methods employing hydrogen-terminated clusters can produce a more 

realistic band gap and can more realistically describe charged defects in Ge.  It must 

be stressed, however, that hydrogen-terminated clusters must be of substantial size 

to describe effectively bulk Ge properties (see for example [33] and references 

therein). 

 



 57

Table 3.1 Parameters for the formation energy of the neutral Si vacancy compared 

to the fully converged calculation of Probert and Payne [25]. 

 

Quantity Present study Probert and Payne 
[25] 

Supercell 64 atoms 256 atoms 

Cut-off energy 350 eV 160 eV 

Brillouin zone 
sampling density 

0.044 Å-1 0.033 Å-1 

Vacancy 
formation energy 

3.23 eV 3.17 eV 
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Chapter 4 

Donor-Vacancy Complexes 

 

Parts of the results presented here have been published in Materials Science in 

Semiconductor Processing, 9, 536-540 (2006) and the Journal Materials Science: 

Materials in Electronics, 18, 763-768 (2007). 

 

 

4.1 Introduction 

An approach to overcome the drawbacks associated with the continuous scaling of 

the Si based metal oxide semiconductor field effect transistor (MOSFET) is to 

select an alternative substrate material (see Chapter 1).  Ge is an attractive candidate 

material because of its superior electron and hole low field mobilities and smaller 

band gap for supply voltage scaling [1].  The smaller optical bandgap of Ge 

broadens the absorption wavelength spectrum, thereby allowing optoelectronic 

integration to enhance complementary metal oxide semiconductor (CMOS) 

functionality [1, 2].  Significantly, developments in high-k gate dielectrics, have 

eliminated a significant problem with Ge technology, the instability of germanium 

dioxide [3]. 

As the dimensions of devices are shrinking, great control has to be exercised 

on the placement of dopants within the Ge substrate.  Thus, it is important to study 

the diffusion behaviour and the interaction of dopants with intrinsic point defects as 
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the specific distribution of dopants determines the device properties.  In contrast to 

Si, recent experimental and theoretical defect studies in Ge are scarce.  

P, As and Sb are important n-type dopants in Si-based devices and are 

expected to have equivalent importance for Ge technology.  In Si, substitutional P 

atoms diffuse mainly via their interaction with intrinsic interstitials, Sb atoms 

diffuse predominantly via their interaction with vacancies, whereas As atoms 

diffuse almost equally via their interaction with Si interstitials and vacancies [4] 

(presumably reflecting the intermediate size of As compared to P and Sb).  In recent 

deep level transient spectroscopy (DLTS) studies of n-type oxygen lean Ge crystals, 

PV, AsV and SbV pairs (known collectively as E-centres) have been identified as 

the dominant defects induced by irradiation with high energy particles [5-7].  In the 

case of a high P concentration in Ge, P diffusion was attributed to PV pairs [2].  

Tracer diffusion studies by Werner et al. [8] conclude that Ge self-diffusion occurs 

mainly via a V-mechanism, whereas in Si self diffusion, the interstitial mechanism 

is important [9].  The prevalence of the vacancy mechanism in Ge is partially due to 

the fact that the vacancy formation energy in Ge is significantly smaller compared 

to that in Si [10, 11].  The self-interstitial formation energy in Ge is more than 1.6 

eV higher than the vacancy formation energy [12, 13].   

There exist significant difficulties in experimentally investigating the 

structural properties of E-centres in Ge (see for example [6] and references therein 

for further details).  A number of previous experimental studies of dopant diffusion 

and activation in Ge have been hindered by Ge substrate evaporation and 

subsequent dopant loss, at temperatures as low as 773 K [14, 15].  Consequently 
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DFT simulations can complement experimental studies by providing details of 

defect processes associated with the diffusion mechanisms in Ge and Si that can be 

compared to experimental data.  

The main aim of this chapter is to predict the cluster binding energies of 

donor-vacancy pairs in Ge.  By considering a range of n-type dopants it is possible 

to identify trends in these energies as a function of donor atom size in Ge and Si.  In 

addition to PV pairs, a number of P2V and PV2 complexes in Ge and Si are 

considered and compared to the results for analogous As defects reported in a 

previous study [11].   

 

4.2 Results and Discussion 

4.2.1 Binding Energies of Pair Defects 

Figure 4.1 shows the hexagonal ring in a unit cell of the diamond lattice and using 

this concept, the defect pairs are considered.  The binding energies for defect pairs 

are reported in Table 4.2.  The prediction that the AsAs pairs exhibit a small 

negative binding energy in Si is a matter of controversy [16-18].  As indicated in 

Table 4.1, previous modelling studies have determined the binding energy of AsAs 

to be positive [16] whereas others predicted negative values [17, 18].  It is therefore 

of interest that the present study also predicts a negative binding energy for PP.  For 

the SbSb cluster a positive binding energy has been predicted in both Si and Ge (see 

Table 4.1) indicating that it is not stable.  This is hardly surprising since Sb is 

significantly larger than Si or Ge, and thus two Sb atoms cause even greater lattice 

strain. 
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The study of donor-vacancy binding energies is important for understanding 

V-mediated diffusion (as previously discussed in Si [19]).  The predicted binding 

energies of the E-centres in Si are in good agreement with previous experimental 

[4] and theoretical studies [16-18, 20-24].  Interestingly for the pair defects 

considered here, binding energies are lower in Ge than in Si (that is, the energies to 

trap vacancies as they move through the lattice are lower in Ge).  Furthermore, the 

order of the binding energies does not follow the dopant size in a simple fashion: As 

and P exhibit essentially the same binding energies in Si and Ge whereas Sb 

exhibits a lower energy in Si but a higher energy in Ge. 

 

Figure 4.1. The cluster configurations considered in this study projected onto the 

(111) surface of Ge (or Si). White circles represent the donor substitutional atoms 

and squares the Ge (or Si) vacancies.  
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Table 4.1 Binding energies of defect pairs in Si and Ge.  The results are compared 

with previous experimental [4] and theoretical predictions [16-18, 20-24]. 

 

Defect 
complex 

Previous studies 
Si (eV) 

Eb Si 
(eV) 

Eb Ge 
(eV) 

VV -1.86 [17] 
-2.00 [20] 

-1.58 -0.48 

PV -1.0 [24] 
-1.04 [4] 
-1.15 [21] 
-1.26 [23] 

-1.23 -0.52 

AsV -1.17 [22] 
-1.2 [24] 
-1.23 [4] 
-1.31 [18] 
-1.40 [23] 

-1.34 -0.60 

SbV -1.28 [24] -1.57 -0.70 

PP  - -0.13 0.28 

AsAs 0.13 [16] 
-0.07 [17] 
-0.1 [18] 

-0.05 0.17 

SbSb - 0.07 0.10 
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4.2.2 PV2 Complexes 

In pure Ge (or Si) all the lattice sites are equivalent for a vacancy.  The introduction 

of a substitutional P atom in the lattice lifts the equivalence of the lattice sites and 

the vacancy is bound more strongly to the sites closest to the P atom.  The 

introduction of two vacancies in P doped Ge (or Si) results in an even greater 

number of possible configurations.  Given the size of the supercell employed in this 

study it is only possible to model a few configurations. Those represented in Figure 

4.1 assume nearest neighbour configurations. 

Within this restricted set, the PVV complex in Si and Ge is more stable than 

the VPV complex by -1.10 eV and -0.97 eV respectively (see Table 4.2).  Similar 

behaviour was predicted previously for the AsVV and VAsV complexes in Si and Ge 

[11, 16].  The binding energy difference in the AsV2 complexes (-1.31 eV in Si and 

-0.78 eV in Ge) is smaller for Ge but larger for Si compared to the PV2 complexes.  

The trends that are observed for a wide range of dopants will be discussed in more 

detail in Chapter 6. 

The non-equivalence in the binding energy of DVV and VDV clusters will 

have a strong influence on the process of trapping a second vacancy to a DV cluster.  

That is, as the second vacancy migrates through the lattice, if the second vacancy 

approaches the DV from the direction of the dopant the binding energy will be 

much less than if it approaches from the direction of the vacancy. 
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4.2.3 P2V Complexes 

The P2V complex is formed when a P atom binds with a PV pair (see Figure 4.1).  In 

both Si and Ge the PVP cluster is more energetically favourable compared to PPV 

(see Table 4.2).  This is equivalent to the previous theoretical results for the As2V 

complexes in Si [16] and Ge [11] respectively.  The binding in the P2V complexes is 

generated by the PV pair which has a -1.10 eV and -0.80 eV larger binding energy 

compared to the PP pair in Si and Ge respectively (see Table 4.1).   

The binding energies of the P2V complexes in Ge are consistently smaller 

compared to Si, again a consequence of the lower stability of the PV pair in Ge (-

0.52 eV) compared to in Si (-1.10 eV).  The higher stability of PV in Si reflects the 

lower atomic size difference between Si and P (compared to Ge and P). 

 

Table 4.2 Total binding energies of the P2V and PV2 complexes in Si and Ge 

compared to the results for the As2V and AsV2. 

 

Defect Complex BE Si (eV) BE Ge (eV) 

PVP -2.59 -1.06 

PPV -1.44 -0.55 

VPV -2.02 -0.22 

PVV -3.12 -1.19 

AsVAs -2.77 -1.22 

AsAsV -1.71 -0.65 

VAsV -1.89 -0.46 

AsVV -3.20 -1.24 
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4.3 Conclusions 

The comparison of the binding energies of a range of defect clusters illuminates the 

differences between the defect chemistry of Ge and Si.  Despite the differences of 

the two materials the results indicate that it is energetically favourable for the DV 

complex to attract another vacancy to form a VVD complex or a DD cluster to form 

a DVD configuration.  This is because the vacancy is strongly bound to the 

substitutional D atom.  The formation of the larger clusters will change the 

concentration of the mobile DV pairs.  It has been recently predicted that the P2V 

clusters are less mobile than PV pairs in Ge [25].  The relative concentration of the 

donor-vacancy clusters needs to be assessed and is for the As-donor clusters in the 

following chapter.  This is   In Si all the defect clusters exhibit greater stability 

(more negative binding energies) than in Ge.  Defect binding energies do not scale 

with dopant size.                                                                                                                
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Chapter 5 

Vacancy-Arsenic Clusters in Germanium 

 

‘If, without disturbing a system, we can predict with certainty the value of a 

physical quantity, then there exits an element of physical reality corresponding to 

this physical quantity.’ 

Albert Einstein  

 

Part of the results presented here have been published in Applied Physics Letters, 

91, 192106 (2007). 

 
 

5.1 Introduction 

In Si, diffusion of substitutional As atoms proceeds via their interaction with both 

interstitials and vacancies (V) [1, 2].  The comprehensive treatment of simultaneous 

dopant and self-diffusion in Si revealed a dependence for As diffusion on the 

electron concentration which splits into linear and quadratic concentration-

dependent terms [2].  This doping dependence of As diffusion is associated with 

neutral and singly negatively charged dopant-defect pairs.  The self-diffusion 

profiles obtained under the influence of dopant diffusion revealed the charge states 

of self-interstitials and V.  According to these studies [1, 2], V in Si exist in various 

charge states and, in particular, under n-type doping atomic transport processes in 

Si occur primarily via singly and doubly negatively charged vacancies [2].   
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Although experimental data for dopant diffusion in germanium (Ge) is 

available [3, 4], compared to Si, it is limited.  For example, Werner et al. [4] 

investigated the doping and pressure dependence of Ge self-diffusion and 

concluded that neutral and singly negatively charged vacancies mediate the self-

diffusion process.  Accordingly, self-interstitials seem to be of negligible 

importance for thermal diffusion processes in Ge.  Within this framework As 

diffusion in Ge should be less complex than in Si.  In fact, under intrinsic and 

extrinsic conditions As diffusion in Ge can be fully described on the basis of the 

vacancy-mechanism [3].  Experiments on the simultaneous diffusion of As and Ge 

in Ge isotope multilayer structures reveal that both As and Ge diffusion are 

mediated by doubly negatively charged vacancies V2- [3].  For high doping levels, 

that is, where As concentrations exceed 5x1019 cm-3, the experimental As diffusion 

profiles can only be satisfactorily described assuming both substitutional As donors 

and neutral As-vacancy complexes [5].  Such continuum level models of the As 

diffusion process [5] do not, however, reveal the structure and composition of the 

neutral complex: it has been presumed to be (As2V)0 and certainly As2V clusters in 

Ge have been predicted by theoretical calculations [6].  These results are consistent 

with the computational study of Xie and Chen [7] for equivalent As2V complexes in 

Si.   

In summary, most recent experimental results [3, 5] demonstrate that As 

diffusion in Ge proceeds via the vacancy mechanism with charged defects 

according to 

                                                     ( ) + + 2VAsAsV s .                                      (5.1) 
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This reaction implies the formation of As-vacancy clusters due to Coulomb 

interaction via the reaction                

                                                     ( ) 0
2VAsAsAsV s+ + .                                  (5.2) 

In Si, previous experimental studies have demonstrated that at As 

concentrations of (1020 cm-3) the formation of arsenic-interstitial clusters was 

favourable [8].  Only at higher As concentrations are AsnV clusters formed [9].  The 

formation of the As4V cluster in Si is technologically important (As trapped in 

clusters are deactivated; trapped V, released during annealing, will modify 

dopant/mobile carrier profiles) and has been studied extensively both 

experimentally [10] and theoretically [11-13].  Finally, at very high As 

concentration SiAs precipitates prevail [14]. 

In previous density functional theory (DFT) calculations it was predicted that 

the formation of AsnV complexes in Si is energetically favourable [11, 12].  

Previous theoretical studies by Mueller et al. [15] predict that AsnV clusters in 

heavily doped Si are negatively charged.  Conversely, however, the carrier mobility 

studies of Solmi et al. [9] determined that there is not a significant concentration of 

charged As clusters in Si. 

The aim of this chapter is to investigate the structures and differences in 

binding energies between AsnV (1  n  5) complexes in Ge and Si.  Through the 

application of mass action analysis, the relative concentrations of characteristic 

neutral defect clusters will be predicted.   
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5.2 Results and Discussion  

5.2.1 Stability of AsnV complexes 

The AsV cluster consists of a single As adjacent to an unoccupied lattice site (the V) 

and is bound by -0.60 eV in Ge and -1.34 eV in Si (see Table 5.1).  A split V 

configuration may also form with the As atom occupying the bond-centre position 

between two nearest neighbour unoccupied lattice sites.  In Si, the on-site 

configuration is more stable compared to the split V configuration by just -0.03 eV 

in agreement with the study of Höhler et al. [16]  In Ge, the on-site configuration is 

more stable by -0.58 eV.  Finally the As atom is placed at the second nearest 

neighbour configuration with respect to the V.  For both Si and Ge the second 

neighbour configuration is considerably less preferable than the first neighbour 

configuration (see Table 5.1). 

 

Table 5.1 Predicted binding energies Eb (eV) of AsnV clusters, with respect to 

isolated species, in Ge and Si.  For comparison, the cluster binding energies in Si of 

Xie and Chen [11] and of Satta et al. [12] are shown.  In brackets are the values of 

the clusters with one As atom at the second nearest neighbour position with respect 

to the V. 

 Ge                            Si 

Defect complex This study This study Xie and Chen 

[11] 

Satta et al. [12] 

AsV -0.60 (-0.31) -1.34 (-0.61) -1.21 -1.09 

As2V -1.22 (-0.97) -2.77 (-2.36) -2.55 -2.44 

As3V -1.82 (-1.45) -3.76 (-3.19) -4.08 -3.33 

As4V -2.62 (-2.20) -5.18 (-4.29) -5.34 -4.72 

As5V -2.51 -5.17 - - 
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With the association of a second As substitutional atom near the V, two 

nearest neighbour As2V configurations are possible.  In the AsVAs configuration, 

the V is surrounded by two nearest neighbour As atoms (Figure 5.1).  In the AsAsV 

configuration one As atom is second nearest neighbour to the V with the other As 

atom in-between and nearest neighbour to the V.  In Ge, the AsVAs binding energy 

is -1.22 eV while the AsAsV binding energy is only -0.65 eV and thus less stable.  

This is also the case in Si, where the difference in binding energy, -1.06 eV, is even 

greater.  These results are consistent with previous predictions concerning As2V and 

analogous to results for P2V and Sb2V in Ge and Si [6,17].  This is again a 

consequence of the observation that in this system nearest neighbour configurations 

are generally energetically favourable. 

To understand better the stability of AsnV clusters, the isolated AsAs pair was 

also studied.  This is predicted to be unstable in Ge with a positive binding energy 

(0.17 eV) and barely stable in Si (-0.05 eV).  The stability of the AsAs pair in Si is a 

matter of controversy as a previous theoretical study predicted a negative binding 

energy of -0.1 eV [18] whereas another found a positive value of 0.13 eV [7]  It is 

significant that the AsV pairs are far more stable than the AsAs pairs in both Ge and 

Si as it follows that the AsV interaction generates the binding of the AsnV clusters, 

not the AsAs interaction. 

Binding energies of larger AsnV complexes in Si are also reported in Table 

5.1.  The results in Si are in good agreement with the previous studies of Satta et al. 

[12] (who employed a local density approximation (LDA) and a 216 atom 
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supercell) and Xie and Chen [11] (who also used LDA but a 64 atom supercell).  

From Table 5.1 it is evident that the binding energy increases with the number of 

As atoms in the AsnV cluster up to n = 4, for both Ge and Si.  Therefore, even 

though the As atoms in Ge repel each other, the presence of a V can stabilize 

clusters containing up to four near neighbour As atoms.  The As5V is described 

below.  The AsnV complexes in Ge are less stable compared to Si.  This is 

consistent with previous work on other donor-vacancy clusters in Si and Ge [6, 17]. 

Table 5.1 shows that it is energetically favourable in Si to add an As atom to a 

pre-existing As3V to form an As4V cluster (by -1.42 eV).  In Ge the binding energy 

to add an As atom to a pre-existing As3V is -0.80 eV, only half the value in Si but 

nevertheless significant (as will be demonstrated in the next section).  Interestingly, 

in Ge the increase in binding energy to associate successive As atoms to a V to form 

AsnV, up to As3V, is constant (about -0.6 eV).  Values in Si are not as constant but 

systematically greater than equivalent values in Ge. 

Again, to test the preference for nearest neighbour configurations, one As 

atom was placed at a second nearest neighbour position with respect to the V for 

each AsnV cluster (up to n = 4).  In all cases these configurations were less 

favourable in both Ge and Si (see Table 5.1). 

Finally, an As5V cluster was modelled.  This is similar to the As4V cluster but 

with an additional As atom placed inevitably at a second nearest neighbour site with 

respect to the V. Although the total binding energy of this cluster was negative (see 

Table 5.1), it was less negative than that of the As4V cluster and as such the fifth As 

atom is not bound to the As4V cluster. 
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Figure 5.1 A schematic view of the most energetically favourable AsnV 

configurations in a unit cell of the Ge diamond lattice.  White circles represent the 

Ge atoms, black circles the As atoms and squares the V.  

 



 78

5.2.2 Concentration of AsnV Complexes 

The relative concentration of AsnV clusters can be determined through a mass 

action analysis [19] using the binding energies in Table 5.1, knowing the total 

concentration of As substitutional atoms and vacancies that were created through 

the implantation process.  The concentration of an AsnV complex, [AsnV], relative 

to [As] and [V] is then 

                                            [ ]
[ ] [ ]

=
Tk

VAs
VAs

VAs
B

nb
n
n )(exp                                     (5.3)                          

where kB is Boltzmann’s constant, T is the temperature, [As] is the concentration of 

unbound As atoms and [V] is the concentration of unbound V. 

In Ge, the As solubility is about 1020 cm-3 [20].  The situation where the total 

As concentration is 1019 cm-3, that is, well below the solubility limit will be 

considered.  Such concentrations are typical of those used to dope Si and Ge [3].  

During implantation a non-equilibrium concentration of V forms that will be 

incorporated into AsnV clusters.  It is therefore not appropriate to assume an 

equilibrium concentration of Ge vacancies (i.e. ~1015 cm-3 near 1200 K) [20].  A V 

concentration of 1018 cm-3 is employed that is closer to the V supersaturation in Ge 

after high dose As implantation conditions, as was predicted by previous As 

implantation simulations [5].  Using equation 5.3 a set of simultaneous equations 

can be generated for all the bound As-vacancy clusters.  These were solved using an 

iterative minimization procedure. 

The predicted temperature dependence of the As concentration of unbound As 

atoms, AsnV (1  n  4) clusters and unbound V is presented in Figure 5.2.  The 

As5V cluster is not considered as it is not bound with respect to the As4V cluster.  
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Similarly, since As2 is not bound, it too is not included.  Clusters that incorporate 

multiple V will not be significant given the lower V than As concentration.  To 

illustrate this point, results for the AsV2 cluster (an As atom associated with a 

divacancy) are included in Figure 5.2 (this cluster has a significant binding energy 

of -1.24 eV): AsV2 exhibits a concentration that is consistently lower than any other 

species considered. 

Under the conditions considered, the As4V cluster concentration is relatively 

constant and dominant, up to 800 K, and while it is still the most populous species 

up to 950 K, above 800 K its concentration falls progressively.  The reduction in the 

As4V concentration is accommodated by an increase in the concentrations of 

smaller clusters (n  3) but also unbound As and V.  Above 1000 K the smaller 

clusters actually have greater concentrations than As4V but the unbound V 

concentration is even greater.  In fact, the unbound V concentration was already 

greater than that of smaller clusters by 850 K.  That means, the dissolution of the 

As4V clusters above 850 K resulted predominantly in the liberation of unbound V 

and As atoms rather than smaller clusters.  Notably, after about 1000 K the 

dominant cluster is AsV, which is mobile, but with a much lower concentration than 

that of unbound V. 

Results were also generated using an order of magnitude smaller V 

concentration and a factor of five greater V concentration.  In both cases the As4V 

cluster remained dominant at lower temperatures and at higher temperatures was 

replaced predominantly by unbound V and As.  In all cases, there is only a small 
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temperature range over which the smaller clusters even approach the concentrations 

of either As4V or unbound V. 
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Figure 5.2 The temperature dependence of the As concentration of unbound As 

atoms, AsnV and AsV2 clusters for As concentration of 1019 cm-3 and initial V 

concentration of 1018 cm-3. 

 

 

These cluster concentration results are consistent with previous experimental 

[10] and theoretical [11] studies that report the formation of AsnV clusters (n = 3 or 
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4) as a means to explain electrical deactivation of free carriers in As-doped Si.  In 

particular, Lawther et al. [10] determined that the average number of As atoms per 

AsnV cluster is greater than two.  Similarly to the case of Si, the present study 

suggests that at an As concentration of 1019 cm-3 only the As4V cluster is really of 

significance in Ge (below 800 K).  It may be that at higher As concentrations, or if 

local equilibrium between clusters is kinetically hindered, smaller clusters may play 

a role.  Nevertheless, as a first step, models that predict the semiconducting 

properties of As doped Ge below 800 K can be based on As4V and unbound As.  To 

model diffusion at temperatures exceeding 900 K unbound V as well as AsV and 

As2V have to be considered, whereas the As4V cluster is of decreasing significance 

as the temperature increases.  The present chapter considered temperature 

dependence of the concentration of As-vacancy clusters that are important for the 

deactivation and the diffusion of As. 

 

References 
 

[1] B. P. Haley and N. Grønbech-Jensen, Phys. Rev. B 71, 195203 (2005). 
 

[2] H. Bracht, H. H. Silvestrie, I. D. Sharp, and E. E. Haller, Phys. Rev. B 75, 

35211 (2007).  

 

[3] H. Bracht and S. Brotzmann, Mat. Sci. Semicon. Proc. 9, 471 (2006). 
 

[4] M. Werner, H. Mehrer, and H. D. Hochheimer, Phys. Rev. B 32, 3930 (1985). 

 

[5] S. Brotzmann and H. Bracht, (unpublished). 



 82

 

[6] A. Chroneos, R. W. Grimes, and C. Tsamis, J. Mater. Sci.: Mater. Electron. 18, 

763 (2007). 

 

[7] J. Xie and S. P. Chen, J. Phys. D: Appl. Phys. 32, 1252 (1999). 

 

[8] R. Brindos, P. Keys, K. S. Jones, and M. E. Law, Appl. Phys. Lett. 75, 229 

(1999). 

 

[9] S. Solmi, D. Nobili, and J. Shao, J. Appl. Phys. 87, 658 (2000). 

 

[10] D. W. Lawther, U. Myler, P. J. Simpson, P. M. Rousseau, P. B. Griffin, and J. 

D. Plummer, Appl. Phys. Lett. 67, 3575 (1995). 

 

[11] J. Xie and S. P. Chen, J. Appl. Phys. 87, 4160 (2000).  

 

[12] A. Satta, E. Albertazzi, G. Lulli, and L. Colombo, Phys. Rev. B 72, 235206 

(2005). 

 

[13] R. Pinacho, M. Jaraiz, P. Castrillo, I. Martin-Bragado, J. E. Rubio, and J. 

Barbolla,  

Appl. Phys. Lett. 86, 252103 (2005). 

 

[14] A. Armigliato and A. Parisini, J. Mater. Res. 6, 1701 (1991). 

 

[15] D. C. Mueller E. Alonso, and W. Fichtner, Phys. Rev. B 68, 45208 (2003). 

 

[16] H. Höhler, N. Atodiresei, K. Schroeder, R. Zeller and P. H. Dederichs, Phys. 

Rev. B 71, 35212 (2005). 

 



 83

[17] J. Coutinho, V. J. B. Torres, S. Öberg, A. Carvalho, C. Janke, R. Jones, and P. 

R. Briddon, J. Mater. Sci.: Mater. Electron. 18, 769 (2007). 

 

[18] M. Ramamoorthy and S. T. Pantelides, Phys. Rev. Lett. 76, 4753 (1996). 

 

[19] F. A. Kröger and V. J. Vink, in: F. Seitz and D. Turnbull (eds). Solid State 

Physics, vol. 3, Academic Press, New York, 1956. 

 

[20] C. Claeys and E. Simoen (Eds), Germanium-Based Technologies-From 

Materials to Devices, (Elsevier, Amsterdam, 2007). 

 

 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 



 84

Chapter 6 

Impurity Clusters in Germanium 

 

‘Things alter for the worse spontaneously if they are not altered for the better 

designedly.’ 

Francis Bacon 

 

 

6.1 Introduction  

In this chapter, the dependence of the binding energies on the dopant valence and 

atomic size of a series of different impurity-vacancy, impurity-impurity pairs and 

related complexes in germanium and silicon is reported.  As previously discussed, 

the association between dopants and vacancies is important.  This is mainly because 

of the dominant concentration of vacancies over Ge self-interstitials.  It is expected 

that the binding of vacancies with dopants will affect their diffusion properties (see 

also Chapter 8), which in turn is particularly important for electronic devices.  In 

these, characteristic dimensions are of the order of tens of nanometres.  Dopants 

diffusing away will impair performance and therefore absolute control of the dopant 

concentration is required.  Over the past decades the microelectronics industry has 

successfully controlled defect processes in silicon.  As highlighted in Chapter 1, 

only limited experimental and theoretical studies of the interaction of dopants with 

native point defects exist for germanium. 
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The aim of the present chapter is to bridge part of this gap by predicting the 

binding energies of a large range of dopant (dopant = boron, aluminium, gallium, 

indium, carbon, silicon, tin, nitrogen, phosphorous, arsenic and antimony) clusters.  

For comparison analogous clusters have been also considered in silicon.  The 

relative binding energies of the defects and defect clusters predicted in germanium 

and silicon highlight both important similarities and differences between the two 

host materials.  

 

6.2 Results and Discussion 

6.2.1 Dopant-Dopant Pairs 

A schematic representation of the most important defect clusters considered in this 

chapter is given in Figures 6.1 and 6.2.  In Table 6.1 the binding energies for the 

dopant-dopant (DD) pairs and their relation to the impurity ground state electronic 

configuration are given.  In the present study impurities from the 2sp [boron (B), 

carbon (C) and nitrogen (N)], 3sp [aluminium (Al), silicon (Si) and phosphorous 

(P)], 4sp [gallium (Ga), germanium (Ge) and arsenic (As)] and 5sp [indium (In), tin 

(Sn) and antimony (Sb)] were considered.  For example 2sp orbitals result from the 

combination of 2s and 2p orbitals.   

Furthermore, the NN, AlAl and InIn pairs in both Ge and Si were predicted to 

be stable, whereas the BB, CC and SbSb pairs were not bound.  It is of interest that 

the AlAl pair in Si is bound by only -0.29 eV, whereas in Ge by -1.42 eV. 
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Figure 6.1 (a) DD, (b) DV, (c) VDD, (d) DVD, (e) DVV and (f) VDV complexes 

considered in this study projected onto the (111) surface of Ge.  White circles 

represent a D substitutional dopant atom and squares a host vacancy (V).  

 

 

 

 

 

Figure 6.2 The two DV configurations considered.  On the left the split-vacancy 

configuration for Sn and on the right the full-vacancy configuration [2]. 
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To further explore the stability of DD pairs one D atom was placed at a 

second nearest neighbour site, D2nnD (Table 6.1).  It can be observed from Table 6.1 

that Ga, Si and Sn have about the same binding energies, whereas Al and N are far 

more stable in the nearest neighbour configuration.  Finally, B, C, P, As and Sb are 

more stable in the second nearest neighbour configuration but still exhibit positive 

binding energies. 

 

Table 6.1 Binding energies (eV) for DD pairs and their relation to the impurity 

ground state electronic configuration.  In the D2nnD pairs the D2nn substitutional 

atom is at a second nearest neighbour site. 

 

Dopant (D) Ground state 
electronic 

configuration 

DD in Si DD in Ge D2nnD in Ge 

B 2s22p1 0.68 0.36 0.09 
Al 3s23p1 -0.29 -1.42 0.00 
Ga 4s24p1 -0.41 0.07 -0.01 
In 5s25p1 -0.79 -0.18 -0.18 
C 2s22p2 1.23 0.90 0.08 
Si 3s23p2 - -0.03 -0.01 
Ge 4s24p2 -0.11 - - 
Sn 5s25p2 -0.03 0.03 -0.01 
N 2s22p3 -2.67 -1.39 -0.53 
P 3s23p3 -0.13 0.28 0.02 

As 4s24p3 -0.05 0.17 0.01 
Sb 5s25p3 0.07 0.10 0.01 
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6.2.2 Dopant-Vacancy Pairs 

Two configurations for impurity-vacancy pairs were considered in this study 

namely the full-vacancy and the split-vacancy configuration (see Figure 6.2 and 

Table 6.2).  In the full-vacancy configuration the vacancy (V) of the host atom is 

situated on a normal lattice site and the impurity atom in a substitutional site; in the 

split-vacancy configuration the substitutional impurity is surrounded by two semi-

vacancies [1] (see Figure 6.2).   

 

Table 6.2 Binding energies (eV) for the DV pairs.  In the brackets are the values of 

the split-vacancy configurations.  In the D2nnV pairs in Ge the D2nn substitutional 

atom is at a second nearest neighbour site. 

 

Dopand (D) DV in Si DV in Ge D2nnV in Ge 

B -0.27 (-0.29) 0.33 (0.32) 0.16 
Al -1.35 (-1.32) -0.40 (-0.39) 0.09 
Ga -0.98 (-0.95) -0.15 (-0.07) 0.11 
In -2.06 (-2.04) -0.96 (-0.95) -1.00 
C -0.36 (-0.36) -0.07 (-0.07) -0.15 
Si - 0.25 (0.24) 0.03 
Ge -0.27 (-0.27) - - 
Sn -1.28 (-1.30) -0.61 (-0.64) -0.14 
N -2.12 (-2.11) -1.05 (-1.05) -0.44 
P -1.23 (-1.22) -0.52 (-) -0.35 

As -1.34 (-1.32) -0.60 (-) -0.31 
Sb -1.41 (-1.57) -0.70 (-0.60) -0.34 
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In a previous DFT study, using the local density approximation, Höhler et al. 

[2] predicted that (in both Si and Ge) the Sb atom is located between two semi-

vacancies whereas P and As atoms occupy the full-vacancy configuration.  This 

picture of the split-vacancy configuration for Sb in Si is not consistent with 

previous experimental studies [3].  In the present study for Si it is predicted that the 

Sb prefers the split-vacancy configuration (Table 6.2).  For all other impurities 

considered in Si both configurations are within 0.05 eV.  Interestingly, in 

germanium, P, As, Sb and Ga prefer the full-vacancy configuration whereas for the 

remaining impurities both configurations are within 0.05 eV (Table 6.2). 

In order to compare the various binding energies, an order parameter (property 

value) needs to be assigned to each element.  This might be something as simple as 

atomic number, electronegativity or atom size.  It is then possible to construct a 

graph of binding energy (y-axis) against order parameter (along the x-axis).   

Figure 6.3 represents the binding energy dependence of the DV pairs on the 

sum of the covalent radii [4] of the dopant and the host atom (Ge or Si).    Thus, in 

the present study the relative size of the impurities will be characterized by the 

impurity-Ge (or impurity-Si) distance in the case of a single substitutional impurity 

or the Ge-Ge (or Si-Si) distance in an otherwise perfect crystal.  The predictions of 

the Si-D and Ge-D bond lengths are in good agreement (within 5%) with the 

corresponding sum of covalent radii [4] with the exception of Ge-N and Si-N (see 

Table 6.3).  N is predicted to have a significantly (with regard to other species) 

larger effective radius than expected on the basis of its covalent radius. 
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For the acceptor atoms (B, Al and In) the higher the dopant radius the greater 

the stability of the DV pair.  It should be noted that the BV pair in Ge was predicted 

to be unstable with a binding energy of 0.32 eV.  This is consistent with the recent 

LDA study of Janke et al. [5] that predictes a value of 0.5 eV for the BV pair in Ge. 

In the case of isovalent dopants (Table 6.2, Figure 6.3) the intermediate atom-

vacancy pair (Si in host Ge; Ge in host Si) is less bound than the CV pair.  

Interestingly, the SiV pair is not stable in Ge but the GeV pair is stable in Si (the 

binding energies are essentially equal in magnitude but opposite in sign).   The 

largest isovalent dopant atom considered (Table 6.3), Sn, produces the most stable 

isovalent DV pair in both Ge and Si.  In a recent experimental study [6], Sn dopants 

were determined to exhibit vacancy-mediated diffusion via the ring mechanism of 

diffusion [7] (see Chapter 8).  In the ring mechanism, in the diamond lattice, the V 

must move to at least the third nearest neighbour site, return by another path and 

then exchange position with the dopant atom [7].  In order for the V to return to the 

dopant a substantial binding energy is required.  In that respect, the present thesis 

provides information on the dopants that are likely to diffuse via the ring 

mechanism of diffusion. 

Donor atoms exhibit a similar behaviour to the acceptor atoms with the 

exception of N.  Although N is the smallest donor atom considered the NV pair is 

far more stable than the other donor-V pairs in both Ge and Si (it is interesting to 

recall that N exhibits a rather larger effective radius than its covalent radius.  

Interestingly, PV and AsV pairs have been determined to be mobile by recent 

experimental studies [8-10].  In the present thesis PV pair diffusion is studied with 
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the use of DFT techniques in Chapter 8.  Finally, all the DV pairs considered were 

more stable in Si than Ge.   

 

 

Table 6.3 Predicted nearest neighbour separations in Ge and Si (Å).  In brackets the 

sum of covalent radii [4].  

 
 Silicon Germanium 

Dopant (D) Si-D 
distance 

Sum 
Covalent 

Radii 

Ge-D 
distance 

Sum 
Covalent 

Radii 

Bond 2.36 2.35 2.48 2.45 
B 2.07 2.03 2.15 2.08 
Al 2.44 2.40 2.48 2.46 
Ga 2.41 2.40 2.46 2.45 
In 2.58 2.58 2.60 2.63 
C 2.01 1.95 2.11 2.00 
Si - - 2.43 2.30 
Ge 2.41 2.40 - - 
Sn 2.58 2.58 2.63 2.63 
N 2.02 1.89 2.14 1.94 
P 2.34 2.30 2.45 2.35 

As 2.44 2.40 2.54 2.45 
Sb 2.60 2.58 2.67 2.63 

Vacancy 2.11 - 2.02 - 
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Figure 6.3 The binding energy dependence on the sum of covalent radii for the DV 

pairs. 
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Second nearest neighbour configurations for DV pairs in Ge are given in Table 

6.2.  It is observed from Table 6.2 that B and Si are more stable as second 

neighbours but still unbound.  Conversely, Al and Ga are less stable in the second 

nearest neighbour site whilst still being unbound.  Interestingly, In and C are more 

bound in the second nearest neighbour configuration but by only to a negligible 

extent: -0.04 eV and -0.07 eV respectively.  Finally, Sn and the donor atoms 

considered are significantly more bound in first nearest neighbour configurations 

(and these are the dopants that are known to migrate via the ring mechanism).  

 

6.2.3 DV2 Complexes 

The DVV configuration in both Ge and Si is more stable compared to the VDV 

complex for all the dopants considered (Figure 6.1 and Table 6.4).  This is 

consistent with previous predictions for donor-vacancy complexes in Ge and Si [11, 

12].  It also indicates that the binding comes from the interaction of the two 

vacancies.  These interactions originate because of the reduction of the Ge dangling 

bonds from 8 in the case of two isolated vacancies to 6 when they form a divacancy 

(VV).   

All the DVV complexes considered are more stable in Si.  This is a 

consequence of the considerably less bound VV pair in Ge (-0.48 eV) compared to 

the equivalent defect in silicon (-1.58 eV).  Figure 6.4 represents the binding energy 

dependence of the DVV clusters on the sum of the covalent radii of the dopant and 

the host atom (Ge or Si).  Two important trends can be deduced by comparing 

Figures 6.3 and 6.4.  Firstly, with the addition of the second V the clusters become 
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more bound.  Secondly there do not exist unstable DVV complexes, an indication 

that the addition of a second V can stabilize an unbound pair, such as BV or SiV, to 

form a larger cluster.  However, it will also be necessary to consider decomposition 

of DVV clusters into DV or VV pairs and a single defect. 

 

 

Table 6.4 Binding energies (eV) for DVV and VDV triplets. 

 

 Silicon Germanium 

Dopant (D) DVV VDV DVV VDV 

B -2.12 0.11 -0.22 1.30 
Al -2.86 -1.99 -0.87 -0.29 
Ga -2.59 -1.80 -0.66 -0.24 
In -3.45 -2.94 -1.42 -1.15 
C -2.27 0.15 -0.65 1.01 
Si - - -0.25 0.58 
Ge -1.93 -0.98 - - 
Sn -2.76 -2.18 -1.10 -0.79 
N -4.18 -2.65 -1.82 -0.81 
P -3.12 -2.02 -1.19 -0.22 

As -3.20 -1.89 -1.24 -0.46 
Sb -3.17 -2.36 -1.39 -0.91 
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Figure 6.4 The binding energy dependence on the sum of covalent radii for the DV2 

clusters. 
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The binding energy, E(V-DVGeN-3), to associate a single V species to an 

existing DV pair is given by, 

).()(                            
)()()()()(

23

2133

=

+=

NbNb

NNNNNb

DVGeEVDVGeE
GeEDVGeEVGeEVDVGeEDVGeVE

     (6.1)      

where E(VDVGeN-3) is the energy of an N atom supercell (here N=64) containing N-

3 Ge atoms, a vacancy and two D atoms; E(GeN) is the energy of a supercell 

containing N atoms of Ge; E(VGeN-1) is the energy of a supercell containing one 

vacancy; and E(DVGeN-1) is the energy of a supercell containing one substitutional 

dopant atom and a vacancy.   

 Similar energies can be defined for adding a V to VD [Eb(DV-VGeN-3)] or a D 

to an existing VV pair [Eb(D-VVGeN-3)].  According to the present nomenclature the 

dash indicates on which side of the existing pair the extra dopant is added.  Again a 

negative energy implies that the larger cluster is more stable.  The binding energies 

of a single V species to an existing DV cluster or other combinations (equation 6.1, 

Tables 6.2 and 6.4) are given in Table 6.5.  From this table it is clear that in Si, for 

most elements considered, the binding energy of a DV to a V i.e. to form a DV-V 

configuration is greater in magnitude than that of a D to a VV for Si (exceptions are 

the In-VV and N-VV configurations).  For Si the V-DV binding is the least 

energetically favourable with the exception of V-GeV that is more favourable (by -

0.36 eV) compared to Ge-VV but less favourable to GeV-V (by 0.95 eV). 

For Ge, consistently with Si, the binding energy to form a V-DV configuration 

is lowest in magnitude.  Furthermore, apart from V-GaV, V-SnV and V-SbV that 

exhibit small, but not negligible negative binding energies, the remaining V-DV 

binding energies are positive.  As mentioned previously the binding energy of the 
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VV pair in Ge is significantly lower than the VV pair in Si and this has a marked 

effect on the association of the clusters.  Notably in Si VV is more bound than most 

DV pairs (with the exception of InV and NV).  Conversely, in Ge VV is less bound 

than all the donor-V pairs, InV and SnV.  The consequence is that in Ge the donor-

VV, In-VV and Sn-VV clusters are more stable than the equivalent DV-V and V-DV 

configurations. 

Table 6.5 allows predictions to be made of which mobile pairs (VV or DV) are 

likely to associate with isolated D or V species producing stable defects.  

Additionally, it gives information on the side from which the pair has to associate 

with the isolated defect to produce a bound triplet.  For example in both Ge and Si, 

if the CV pair associates with a previously isolated V from the side of the C atom, it 

produces an unstable cluster (V-CV).  However, if it associates with the V from the 

V side of CV, CV-V, it produces a bound cluster. 

In Table 6.6 the binding energies for DV2 clusters in Ge where the V or D 

substitutional atom is placed at a second nearest neighbour site were considered.  It 

can be observed that the clusters with second nearest neighbour donor atoms 

(D2nnVV) are less stable compared to clusters with the donor atoms at the nearest 

neighbour site, DVV (compare Tables 6.4 and 6.6).  This is consistent with previous 

studies of donor-vacancy complexes in Ge and Si [11, 12].  The first nearest 

neighbour DVV cluster geometry is preferred for dopants that have a significant DV 

interaction (i.e. D = Al, Ga, In and Sn), whereas the D2nnVV cluster geometries are 

preferred for dopants that are unbound with V (i.e. D = B and Si).  Interestingly, the 

C2nnVV cluster has a higher energy, by -0.10 eV, compared to CVV although the CV  
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Table 6.5 Binding energies (eV) to associate a defect species (D or V) either side of 

an existing pair cluster (as described by equation 6.1) to form DV2 triplet clusters. 

 

 Silicon Germanium 

Dopant 
(D) 

D-VV DV-V V-DV D-VV DV-V V-DV 

B -0.63 -1.92 0.40 0.26 -0.54 0.98 

Al -1.28 -1.51 -0.64 -0.39 -0.47 0.11 

Ga -1.01 -1.61 -0.82 -0.18 -0.51 -0.09 

In -1.87 -1.39 -0.88 -0.94 -0.46 -0.19 

C -0.69 -1.91 0.51 -0.17 -0.57 1.09 

Si - - - 0.23 -0.49 0.34 

Ge -0.35 -1.66 -0.71 - - - 

Sn -1.18 -1.46 -0.88 -0.62 -0.46 -0.15 

N -2.60 -2.06 -0.53 -1.34 -0.77 0.24 

P -1.54 -1.89 -0.79 -0.71 -0.67 0.30 

As -1.62 -1.86 -0.55 -0.76 -0.64 0.14 

Sb -1.59 -1.60 -0.79 -0.91 -0.69 -0.21 
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Table 6.6 Binding energies (eV) for DV2 clusters in Ge where the V2nn or D2nn are 

placed at a second nearest neighbour site. 

 

Dopant (D) D 2nnVV DVV2nn VDV2nn 

B -0.36 0.34 0.55 
Al -0.50 -0.32 -0.31 
Ga -0.47 -0.08 0.01 
In -0.84 -1.24 -1.45 
C -0.75 -0.12 0.06 
Si -0.46 0.28 -0.45 
Sn -0.65 -0.57 - 
N -1.16 -1.29 -1.09 
P -1.06 -0.62 -0.32 

As -1.01 -0.65 -0.39 
Sb -1.07 -0.83 -1.25 

 

 

pair is stable by -0.07 eV; this is because the C2nnV pair is bound by -0.15 eV (see 

Table 6.2).  The clusters with second nearest neighbour V (DVV2nn and VDV2nn) are 

less stable compared to DVV clusters (see Tables 6.4 and 6.6).  A general 

conclusion that can be deduced from the second nearest neighbour calculations is 

that these clusters are of similar stability and must be considered, especially for 

acceptor and isovalent dopants. 
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6.2.4 D2V Complexes 

When an additional D atom binds with the DV pair it forms a D2V complex.  In both 

Ge and Si the most stable configuration for the donor atoms considered (N, P, As 

and Sb) and for C, was the DVD configuration (Figure 6.1 and Table 6.7). 

 

 

Table 6.7 Binding energies (eV) for VDD and DVD triplets. 

 

 Silicon Germanium 

Dopant (D) VDD DVD VDD DVD 

B -0.15 -0.57 0.35 0.65 
Al -2.15 -2.10 -0.40 -0.38 
Ga -2.05 -2.00 0.06 -0.31 
In -3.24 -3.21 -1.42 -1.40 
C 0.64 -0.80 -0.03 -0.24 
Si - - 0.23 0.50 
Ge -0.34 -0.52 - - 
Sn -1.86 -1.81 -1.00 -0.97 
N -2.89 -4.46 -1.22 -2.20 
P -1.44 -2.59 -0.55 -1.06 

As -1.71 -2.77 -0.65 -1.22 
Sb -2.82 -2.84 -0.91 -1.40 

 

 

In Si the binding energies of the VDD and DVD clusters for Al, Ga, In and Sb 

respectively are within 0.05 eV (Table 6.7).  In Ge the binding energies of the 

equivalent complexes of Al, In and Sn are within 0.03 eV (Table 6.7).  The binding 
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energy dependence of the D2V clusters on the covalent radius of the D species 

(Figure 6.5) is qualitatively similar to the dependence of the DV2 clusters (see 

Figure 6.4 and 6.5).   

The binding energy, E(V-DDGeN-3), to associate a single V species to an 

existing DD pair is given by, 

).()(                            
)()()()()(

23

2133

=

+=

NbNb

NNNNNb

DDGeEVDDGeE
GeEDDGeEVGeEVDDGeEDDGeVE

(6.2) 

This energy represents the additional energy gained by adding a V to an existing 

DD pair.  Again similar energies can be defined for adding a D to an existing VD 

pair [Eb(D-VDGeN-3)]or a DV pair [Eb(VD-DGeN-3)].   

Applying this equation in conjunction with Tables 6.1 and 6.8 can provide a 

framework from which it can be deduced which mobile species, V or DV, can 

associate with DD pairs or D substitutionals to produce stable triplets.  

In Si the association of a mobile V to a static DD pair (formation of V-DD) or 

the association of a mobile DV pair to a static D substitutional atom (VD-D or D-

VD) is energetically favourable for most of the dopants considered (columns 1-3 of 

Table 6.8).  The only exceptions are the VB-B and VC-C configurations due to the 

high instability of the BB and CC pairs (Table 6.1).  In Ge (columns 4-6 of Table 

6.8) the situation is rather different with nearly half of the clusters being either 

unstable (V-AlAl, V-SiSi, V-NN, VGa-GaB-VB and Si-VSi) or having a binding 

energy close to zero (i.e. less than ± 0.05 eV) (V-BB, V-GaGa, VB-B, VAl-Al, VC-

C, VSi-Si, VP-P, VAs-As and Al-VAl). 
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Figure 6.5 The binding energy dependence on the sum of covalent radii for the D2V 

clusters. 
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Table 6.8 Binding energies (eV) to associate a defect species (D or V) either side of 

an existing pair cluster (as described by equation 6) to form D2V triplet clusters. 

 

 Silicon Germanium 

Dopant 
(D) 

V-DD VD-D D-VD V-DD VD-D D-VD 

B -0.83 0.14 -0.28 -0.01 0.03 0.33 
Al -1.86 -0.80 -0.75 1.02 0.00 0.02 
Ga -1.64 -1.07 -1.02 -0.01 0.21 -0.16 
In -2.45 -1.18 -1.15 -1.24 -0.46 -0.44 
C -0.59 1.00 -0.44 -0.93 0.05 -0.16 
Si - - - 0.26 -0.01 0.26 
Ge -0.23 -0.07 -0.25 - - - 
Sn -1.83 -0.56 -0.51 -1.03 -0.36 -0.33 
N -0.22 -0.77 -2.34 0.17 -0.17 -1.15 
P -1.31 -0.21 -1.36 -0.83 -0.03 -0.54 

As -1.66 -0.37 -1.43 -0.82 -0.05 -0.62 
Sb -2.89 -1.25 -1.27 -1.01 -0.21 -0.70 

 

 

In Ge, clusters with second nearest neighbour V (V2nnDD) are less stable 

compared to the VDD clusters with the exception of V2nnSiSi and V2nnNN (see 

Tables 6.7 and 6.9).  For clusters with second nearest neighbour D (VDD2nn) the 

situation is more complex.  VCC2nn, VSiSi2nn and VSbSb2nn exhibit binding energies 

within 0.02 eV of the values of the equivalent first nearest neighbour 

configurations.  The donor atoms (with the exception of Sb) and Ga are more stable 
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in second nearest neighbour VDD2nn configurations.  For B and Al the first nearest 

neighbour configurations are more stable, and finally, the VInIn2nn calculation did 

not converge.  DVD clusters are more stable compared to the D2nnVD clusters apart 

from the BVB and SiVSi that are less stable (and unbound in both configurations) 

and the CVC and C2nnVC clusters that exhibit very similar binding energies. 

 

 

Table 6.9 Binding energies (eV) for D2V clusters in Ge where the V or D 

substitutional atom are placed at a second nearest neighbour site. 

 

Dopant (D) V2nnDD VDD2nn D2nnVD 

B 0.46 0.50 0.48 
Al 0.41 -0.29 -0.29 
Ga 0.24 -0.02 -0.08 
In -0.98 - -0.98 
C 0.81 -0.01 -0.27 
Si -0.01 0.24 0.28 
Sn -0.56 -0.64 -0.68 
N -1.71 -1.32 -1.55 
P -0.21 -0.73 -0.87 

As -0.24 -0.81 -0.91 
Sb -0.82 -0.89 -1.04 
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6.3 Summary 

The aim of this study was to provide an initial framework from which it will be 

possible to examine systematically issues related to dopant cluster stability in Ge.  

A number of specific conclusions can be drawn: 

(a) Second nearest neighbour configurations are important for some of the DD and 

DV pairs considered. 

(b) The predicted Si-D and Ge-D bond lengths are in good agreement with the 

corresponding sum of the covalent radii, apart from Si-N and Ge-N. 

(c) The full-vacancy and the split-vacancy configurations have very similar 

energies for most DV pairs considered 

(d) The dopants that were predicted to be significantly bound in first nearest 

neighbour DV pairs have been determined by experimental studies to migrate 

via the ring mechanism. 

(e) The DVV configuration is bound and more stable than the VDV configuration 

for all the dopants considered in both host materials. 

(f) The DVD configuration is more favourable than the VDD configuration for the 

donor atoms considered. 

(g) Second nearest neighbour configurations seem to be important particularly for 

acceptor and isovalent dopants and should therefore not be neglected. 

As a general conclusion dopant atoms that associate with vacancies are more 

likely to migrate via vacancy-mediated mechanisms.  Clusters containing 

interstitials were not considered but may be important for dopants such as B for 
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which the BV pair is not bound [5].  Interstitials may also become important 

particularly in non-equilibrium situations.   
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Chapter 7 

Carbon, Dopant and Vacancy Interactions 

 

Part of the results presented here has been published in the Journal of Applied 

Physics 102, 83707 (2007). 

 

 

7.1 Introduction 

The transport of dopants can be influenced by defect species other than intrinsic 

interstitials and vacancies.  Extrinsic carbon (C) is a very common impurity in Si, 

with concentrations as high as ~1018 cm-3 in Czochralski-grown Si.  Most of the C 

atoms in Si occupy substitutional positions [1].  The existence of C in Si is 

significant because it interacts with intrinsic defects, retarding the interstitial-

mediated diffusion of B and P [2-4].  Conversely, it enhances the diffusion of n-

type dopants such as As and Sb, which are transported via vacancy mechanisms [4]. 

In a recent study it was highlighted that C co-implantation combined with 

ultra-fast thermal annealing can be important in the formation of ultra-shallow 

junctions in Ge [5].  Interestingly, As diffusion is retarded by the presence of C (i.e. 

it has the opposite effect to that in Si even though As diffuses via a vacancy 

mechanism in Ge [6]) and therefore defect engineering with C can be used to 

control the concentration profile of As in Ge [7]. 
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Atomic scale simulation has the ability to provide detailed information 

concerning the formation of those defect clusters that influence diffusion 

mechanisms.  The aim of this study is to use simulations based on density 

functional theory (DFT) to calculate the interactions between C and V, C and D and 

thus predict the influence of C on the stability of dopant-V (DV) pairs in Ge (and 

Si).  At this juncture, interactions between C and interstitials are not considered so 

that differences in diffusivities that may have contributions by interstitials are not 

elucidated. 

 

7.2 Results and Discussion 

7.2.1 Structures of Single Defects 

The predicted perfect lattice bond lengths (Si-Si or Ge-Ge) and the separations 

between defects (i.e. C, B, P, As and V) and their nearest neighbour lattice atoms 

(Si or Ge) are given in Table 7.1.  The bond lengths of Ge and Si are in good 

agreement with experiment for Ge (2.45 Å) [8] and Si (2.35 Å) [9].  The 

introduction of a C (or B) substitutional atom in the Ge (or Si) lattice induces a 

significant relaxation of the neighbouring host atoms; the nearest neighbour atoms 

move towards the small C atom reducing the C-Ge (or C-Si) bond length.  The 

lattice also contracts around the vacant (V) site though interestingly, in the case of 

Si the average contraction around a V is less than around C (or B) whereas for Ge it 

is greater.  This is consistent with the concept that Ge is more metallic in nature 

than Si [10], as predicted by the computational approach (Note: consistent with 

other simulations we find a small Jahn-Teller distortion associated with the vacancy 
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in Si [10] though such a Jahn-Teller distortion in the case of Ge was not observed).  

With the introduction of a substitutional As atom, the lattice expands around the 

dopant due to the large size of As compared to both Si and Ge host lattice atoms.  

The lattice is essentially unchanged upon the introduction of P in both Ge and Si.  

As shown in Table 7.1, the calculated dopant-Si and dopant-Ge distances generally 

agree well with simple sums of covalent radii [11]. 

 

 

Table 7.1 Predicted nearest neighbour separations in Ge and Si (Å).  In brackets the 

sum of covalent radii [11]. 

 

 Ge Si 

Bond 2.48 (2.45) 2.36 (2.35) 

V 2.02 2.11 

C 2.11 (2.00) 2.01 (1.95) 

B 2.15 (2.08) 2.07 (2.03) 

P 2.45 (2.35) 2.34 (2.30) 

As 2.54 (2.45) 2.44 (2.40) 
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Figure 7.1 Dopant-vacancy-carbon (CVD), vacancy-carbon-dopant (VCD) and 

carbon-dopant-vacancy (CDV) cluster configurations projected onto the (111) 

surface.  Open circles represent the D atoms, black circles C atoms and open 

squares V. 

 

 

7.2.2 Clusters Containing Two Defects 

Table 7.2 lists the predicted binding energies of DV, CV and DC complexes.  It has 

been established that LDA and GGA predict band gaps in both Si and Ge that are 

too small.  Consequently, the predicted formation energies of defects with these 

methodologies are underestimated [12] compared with, for example, calculations 

that employ hybrid functionals or quantum Monte Carlo calculations [13, 14].  The 

discussion here will be based on the physical trends predicted by the binding 
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energies calculated here and not emphasize the absolute binding energies 

themselves.   

The binding energies of the neutral PV and AsV pairs (see Table 7.2) are in 

good agreement with experimental [15] and theoretical predictions [16-18].  The 

lack of stability exhibited by the BV pair in Ge has recently been predicted using 

both cluster and supercell simulation techniques [19].  Overall, binding energies for 

DV defect pairs increase with dopant size (as ordered in Table 7.2) but the smallest 

binding energy is exhibited by BV.  Also, all the vacancy associated defect pairs 

considered exhibit higher binding energies in Si than Ge. 

Considering C containing cluster pairs specifically, it should first be noted that 

the binding of C to V in Si is a matter of controversy.  Previous classical 

calculations [20] predict that the nearest neighbour C and V interaction is repulsive 

whereas a more recent DFT study [21] using the LDA approximation determined 

that the CV pair is weakly bound.  The present calculations (Table 7.2) also find the 

CV pair to be clearly bound in Si so that C will be associated with V.  However, the 

CV binding energy is significantly less than that for PV and AsV, suggesting that in 

Si, V will preferentially bind to P and As.  Thus, only when the V concentration is 

sufficiently large would C be associated with V.  Interestingly, in Ge, the CV cluster 

is much more weakly bound than in Si and therefore C and V will only be very 

weakly associated that is the V concentration in Ge would have to be extremely 

large to see any significant concentration of CV.  On the other hand, in Ge, PV and 

AsV exhibit substantial binding energies and will be bound.  In regard to CV 
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binding, these simulations therefore predict that the cluster behaves somewhat 

differently in Ge than in Si. 

 

 

Table 7.2 Binding energies (eV) for DV and DC  pairs. 

 

Defect 

pair 

Eb Ge  Eb Si  

BV 0.33 -0.27 

CV -0.07 -0.36 

PV -0.52 -1.23 

AsV -0.60 -1.34 

BC 0.26 0.67 

PC 0.25 0.24 

AsC 0.26 0.24 

 

 

 

Contrary to the stability of most DV and CV pairs, the DC pairs are not stable 

in either Ge or Si, indeed they exhibit significant repulsion compared to their 

isolated components.  Consequently, C will not associate with B, P or As in any 

case, at least not as a pair. 
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7.2.3 Clusters Consisting of Three Defect Species 

Clusters that consist of three different defects (D, V and C) are now considered.  

When these are brought together, there are three possible nearest neighbour 

configurations (CVD, CDV or VCD), all of which have been considered (for a total 

of nine clusters – see Table 7.3).  The geometries of these three nearest neighbour 

complexes are represented in Figure 7.1.  Previous studies of PV, PP, PPV, and 

equivalent As and Sb containing clusters found that second neighbour 

configurations were less stable, so, on this basis, the current study is restricted to 

first neighbour interactions only [16, 22, 23].  It should be stressed that C 

substitutional atoms are isovalent with the host atoms, B substitutionals are p-type 

dopants and P, As are n-type dopants.  Therefore, contributions to the binding 

energy of complexes are due to both the atomic size of the D and C atoms as well as 

electronic effects.   

The relative binding energies of the DV, CV and CD nearest neighbour 

component pairs can now be used to discuss the total binding energies of the CVD, 

CDV and VCD triplet defect clusters, calculated via equation 7.3, and shown in 

Table 7.3.  First, CVD clusters in Si (rows 1-3 of Table 7.3) are between 0.41 – 0.75 

eV more stable (i.e. more negative binding energies) than the corresponding CDV 

clusters (rows 4-6) and 0.65 – 1.29 eV more stable than corresponding VCD clusters 

(rows 7-9).  This is consistent with the values in Table 7.2: the stability of CVD 

over CDV simply reflects the greater stability of the CV clusters over the CD 

clusters and the stability of CVD over VCD reflects the much greater stability of the 

VD clusters over corresponding CD clusters 
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Table 7.3 Total binding energies (eV) for triplet CDV and CVD complexes. 

 

Defect 

complex 

Eb Ge Eb Si 

CVB 0.19 -0.66 

CVP -0.60 -1.63 

CVAs -0.66 -1.69 

CBV -0.11 -0.25 

CPV -0.47 -0.88 

CAsV -0.55 -1.03 

VCB -0.11 -0.01 

VCP -0.32 -0.61 

VCAs 0.01 -0.40 

 

 

 

For clusters in Ge the situation is rather more complex.  Just like in Si, CVP 

and CVAs are more stable than the corresponding CPV and CAsV clusters, though 

by relatively small amounts (only 0.13 eV and 0.11 eV respectively).  This reflects 

the greater stability of CV over CP and CAs, as in the case of Si (see Table 7.2), but 

also that this stability is weaker in Ge than in Si.  Similarly CVP and CVAs are 

more stable than VCP and VCAs by 0.28 eV and 0.67 eV, again less than the 

corresponding values in Si, reflecting the smaller binding energies of the dimer 

clusters in Ge.  Where the distribution of clusters energies in Ge differ from those in 
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Si is when the CVB cluster is considered. In this case, CVB is less stable than the 

(weakly stable) CBV and VCB clusters.   

Considering the B containing clusters in more detail, the CVB cluster is 

actually not stable (i.e. has a positive binding energy).  In fact, the prediction that 

the CVB cluster is not stable is not a surprise because, while the CV cluster is 

weakly stable, the BV cluster is decidedly unstable.  In other words, this is another 

manifestation of the prediction that BV is unstable in Ge but stable in Si.  What is 

surprising is that the CBV cluster is stable at all, since both the BC and BV clusters 

are unstable on their own (see Table 7.2).  In this regard, however, the same holds 

true in Si where the CB cluster is much more unstable than the CV cluster is stable 

so that, on this basis one might not expect the CBV cluster to be stable. It therefore 

seems that the addition of C does stabilize the association of B with V in Ge.  

Whether such effects are of significance now needs to be determined.  A further 

conclusion is that a simple analysis is insufficient: the properties of larger 

complexes cannot always be inferred from their components alone. 

The stability of clusters containing three defects can be assessed in terms of 

the additional stability gained when a single defect and a two-defect cluster form a 

triplet cluster.  Thus, in Table 7.4 it is considered, for example, how an existing DV 

pair will interact (bind) to a (presumed static) substitutional C atom to form CDV or 

CVD.  In order to be clear which is the initially isolated defect and which the 

existing pair, the triplet will be described, for example in the case of the CDV 

cluster, as either C-DV or CD-V.  The binding energy is defined by equation 7.4.  In 

each case, cluster formation can be considered to proceed via a V moving to a CD 
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or DC pair, a DV pair moving to a static C or a CV pair moving to a static D.  Of 

course, as discussed above, some of the pairs are not stable.  In the case of BV in 

Ge, for example, this cluster is unlikely to approach a static C species as it is 

energetically favourable for the V to disassociate from B.  The fact that the binding 

energy of C to BV is negative is therefore irrelevant.  On the other hand, although 

BC is not stable, it may form during ion implantation and the two substitutional 

cation species may find it hard to separate until a vacancy is available to mediate 

the transport process.  However, Table 7.4 then suggests that if the V approaches 

from either the B or C side of the pair it will form a bound complex and be trapped.  

This holds true for all the DC pairs in Ge and in Si (see columns three and seven in 

Table 7.4); CD pairs are excellent V traps. 

Stable pairs of defects that incorporate a vacancy may migrate through the 

lattice together but become trapped by a second substitutional species.  For 

example, CV pairs are stable in Ge and particularly stable in Si.  If this cluster 

approaches P or As such that the V is between the C and P (or As) (i.e. CV-D) there 

is a considerable binding energy (column four in Table 7.4).  For P the same holds 

true if C is between P and V (i.e. VC-P) but interestingly for As this is not the case, 

that is, there is little or no binding energy. 

In Ge, if a mobile (and very stable) PV or AsV pair approaches a static C 

defect, in any direction, the binding energy is practically zero (columns two and 

five, Table 7.4).  There is, however, a significant energy penalty for the V to then 

move away with C leaving a stranded D or away leaving a DC pair.  In other words, 

the stability of PV or AsV is not influenced by the presence of C.  Conversely in Si, 
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mobile PV or AsV species are trapped by C if the resulting cluster is C-VD but they 

are repelled if the cluster formed is C-DV. 

These sequences of cluster formation and dissociation give rise to an 

intriguing possibility.  As already discussed, in Ge, the CV cluster is trapped by a 

static As or P to form CV-D (column 4 Table 7.4).  Subsequently, however, the CV-

D cluster may dissociate via C-VD with little energy penalty (minus the energy of 

column 5 Table 7.4).  In this manner, the V is transferred to the As or P dopants 

(although the V is, in fact, only weakly trapped by C in the first place).  The 

equivalent process in Si is unlikely to proceed because the binding energies for C-

VAs and C-VP are far larger than in Ge.  Thus, via such process, it maybe, 

therefore, that C influences diffusion processes differently in Ge than in Si 

(although activation energies for diffusion need to be determined before a definite 

statement can be made). 

 

7.3 Summary 

These results show that different D species in combination with V and C exhibit 

remarkably complex changes in stability and that, furthermore, the behaviour in Ge 

and Si can be quite different.  Of course, this study was restricted to nearest 

neighbour clusters and second nearest neighbour configurations may be different 

again.  Also, clusters consisting of more than one of C, D or V were not considered 

and neither were interstitials, which may also play an important role, especially in 

non-equilibrium situations such as implantation.  Furthermore, the barriers for 
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migration associated with the various clusters may be different and kinetically 

hinder or aid the formation or dissociation of the clusters. 

 

 

Table 7.4 Binding energies (eV) to associate a defect species (C, D or V) either side 

of an existing pair cluster to form triplet clusters. 

 

Germanium 

Dopant 
Species 

C-DV CD-V CV-D C-VD VC-D V-CD 

B -0.44 -0.37 0.26 -0.14 -0.04 -0.37 

P 0.05 -0.72 -0.53 -0.08 -0.25 -0.57 

As 0.05 -0.81 -0.59 -0.06 0.08 -0.25 

Silicon 

Dopant 
Species 

C-DV CD-V CV-D C-VD VC-D V-CD 

B 0.02 -0.92 -0.30 -0.39 0.35 -0.68 

P 0.35 -1.12 -1.27 -0.40 -0.25 -0.85 

As 0.31 -1.27 -1.33 -0.35 -0.04 -0.64 
 

 

These calculations are limited by the fact that GGA based simulations predicts 

Ge to be metallic.  However, the similarities of most cluster energies in Ge as 

compared to Si suggest that the trends revealed by these calculations are not 

strongly affected by this inaccuracy in GGA.  Even so, charge state effects are 
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known to play a significant role in defect properties in Si and further work is needed 

to understand the corresponding effects in Ge. 

Despite their limitations, these calculations, which are the first to consider the 

role of C in Ge, provide an initial framework from which it will be possible to 

examine issues related to defect cluster stability.  Some specific conclusions that 

can be drawn from the present chapter follow. 

Comparing dopant-carbon clustering in Ge versus that in Si, the two primary 

differences are in the BV and the VCAs clusters.  While the BV cluster is stable in 

Si, the two species will not bind in Ge.  This fact has ramifications on larger cluster 

sizes, for example, CVB is unstable in Ge while it is stable in Si.  As for VCAs, 

while the cluster is slightly unstable in Ge, it is significantly more stable in Si.  This 

may be related to the experimental observation that C enhances As diffusion in Si 

but not in Ge but again more work is necessary before any firm conclusion can be 

made.   

In all cases, for both Ge and Si, the addition of a vacancy stabilizes CD 

clusters, regardless on which side of the cluster the vacancy is added.  However, the 

effect is stronger if the vacancy is added to the dopant side of the CD pair.  As 

suggested above, the CD clusters will not form at equilibrium because they are not 

stable, but during implantation, where a non-equilibrium concentration of vacancies 

exists, such pairs would be stabilized by those vacancies. 

To conclude, the binding of carbon-dopant-vacancy clusters in both Si and Ge 

have been predicted.  It was found that the behaviour in both materials is similar for 
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most clusters, though there are significant exceptions.  Many triplet clusters are 

stable even when component pair clusters are not.   
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Chapter 8 

Suppression of Phosphorous Diffusion in the 

Presence of Carbon 

 

‘When patterns are broken, new worlds emerge.’ 

                                               

                                                   Tuli Kupferberg 

 

 

8.1 Introduction 

In this chapter the migration of phosphorous-vacancy pairs has been studied via the 

ring mechanism both in germanium and in germanium in the presence of carbon.   

Phosphorous (P) is an important donor in silicon based devices and is 

expected to have the same importance to germanium (Ge) technology.  In Si, P 

diffuses mainly via its interaction with intrinsic interstitials [1], whereas in Ge, P 

diffusion is mediated by vacancies (V) [2].  Furthermore, it has been demonstrated 

that n-type dopants, such as P, diffuse relatively fast in Ge [3-6].  As discussed in 

Chapter 7, the diffusion of P in Ge can be influenced by carbon (C) [7-10].  

For the development of Ge-based devices, it is important to design selective 

area doping, that is the appropriate distribution of dopants in the area of interest.  

Consequently, it is important to determine the migration properties of P atoms in Ge 

and in Ge in the presence of C.  DFT techniques can provide information to aid 
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experimental and Monte Carlo investigations regarding the interaction of P with V 

and C in Ge.  Previous DFT studies have demonstrated that donor atoms in Ge 

associate with vacancies forming complexes [11-13].  In the past, equivalent 

techniques were used in conjunction with experimental and Monte Carlo techniques 

to study phosphorous-vacancy (PV) pairs in Si and silicon germanium alloys (SiGe) 

[14, 15].   

The aim of this chapter is to predict the migration energy for diffusion of PV 

pairs in Ge and to compare the migration energy barriers of PV pairs with and 

without the presence of C atoms.   

 

8.2 Methodology 

Apart from the DFT methods used in the previous chapters, to predict the PV 

migration energy barrier via the ring mechanism of diffusion, the Linear 

Synchronous Transit (LST) method was implemented [16, 17] (see Chapter 2).  The 

LST method has been recently applied by Zhang et al. [18] to predict AsV diffusion 

in Si, Ge and SiGe alloys.  

 

8.3 Results and Discussion 

8.3.1 Self-Interstitials and Vacancies 

A previous experimental study by Werner et al. [19] concluded that Ge self-

diffusion is mediated by V.  In the present study, the formation energy of a V was 

predicted to be 1.88 eV, far lower than the formation energy of a self-interstitial 

(3.07 eV in the hexagonal interstitial site).  These values are in good agreement 
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with previous studies that predict V formation energies in the range of 1.7-2.2 eV 

[20-22] and the self-interstitial formation energy from 2.3-4.1 eV [23-25].  

Consequently, in Ge self-interstitials are not as important as in Si and most 

diffusion processes are dominated by V [2-8].  A significant exception to the V 

domination of diffusion processes in Ge is for B.  Experimental studies determined 

that B has very high activation energy of diffusion [26].  Recently, ab initio studies 

by Janke et al. [25] verified the experimental results and predicted that B diffusion 

in Ge is interstitially-mediated.  At this point it should be noted that the BV pair was 

predicted to be unstable both in previous work and the current study [8, 25]. 

 

8.3.2 Relative Concentrations of Mobile Clusters in Ge 

The binding energies of the most energetically favourable PnV (1  n  5) and PV2 

clusters are given in Table 8.1.  The most energetically favourable PnV clusters are 

analogous to the AsnV configurations that were reported in Figure 5.1.   

The values of Table 8.1 were used as input in a mass action analysis 

analogous to the methodology of Chapter 5.  The temperature dependence of the P 

concentration of unbound P atoms, PnV and PV2 clusters is given in Figure 8.1. 

Comparing Figures 5.2 and 8.1, it can be observed that they are qualitatively 

similar.  The dissolution of the P4V and the formation of unbound P, V and smaller 

clusters is significant above 750 K.  Notably, this is about 100 K less than in the 

case of As4V.  Above 900 K, the dominant species are firstly the unbound P and V, 

and secondly the PV and P2V clusters.  The concentrations of the latter two clusters, 
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as well as unbound V, are important to model diffusion in Ge.  However, P3V and 

P4V clusters can be potentially important for the deactivation of P atoms in Ge. 
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Figure 8.1 The temperature dependence of the P concentration of unbound P atoms, 

PnV and PV2 clusters for P concentration of 1019 cm-3 and initial V concentration of 

1018 cm-3. 
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Table 8.1 Predicted binding energies Eb (eV) of PnVm clusters, with respect to 

isolated species, in Ge and Si. 

 

Defect 

complex 

Ge Si 

PV -0.52 -1.23 

P2V -1.06 -2.59 

P3V -1.54 -3.44 

P4V -2.27 -4.79 

P5V -2.13 -4.54 

PV2 -1.19 -3.12 

 

 

 

8.3.3 PV Migration in Ge 

It must be noted that the migration energy barriers predicted in what follows 

correspond to constant volume simulations (constant supercell parameters with 

atoms allowed to relax).  They are therefore different to the constant pressure 

calculations used to predict the binding energy of the defect clusters (see also 

section 2.5). 

       The introduction of a P substitutional atom in the lattice (Ge or Si) induces a 

limited inwards relaxation of the neighbouring host atoms (see Table 6.3) [8].  The 

creation of a lattice V results in relaxation of the surrounding lattice atoms towards 

the V and the formation of four dangling bonds.  The pairing of a V to a P atom is 
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energetically favourable as, with the removal of a nearest neighbour host atom, the 

P atom changes from its four-fold coordinated state to its three-fold coordinated 

neutral state.  This reduces the number of dangling bonds around the V to three.  In 

turn this generates part of the binding energy that is important for the vacancy-

mediated diffusion of P in Ge. 

Previous experimental results determined that P diffusion in Ge is mainly V-

mediated [3, 5].  It must be appreciated that V-mediated diffusion in the Ge lattice is 

not the simple exchange of the dopant and the V as subsequent exchanges of the 

dopant with the same V result in no net displacement of the dopant.  Moreover, in 

the diamond crystal structure, the V must move away to the third-nearest neighbour 

site in order to return along a different path (the so-called ring mechanism for 

diffusion) [27, 28]. 

Figure 8.2 represents the ring mechanism for diffusion.  The most important 

part of the migration energy of the PV pair in Ge is the exchange barrier between 

the P and the host V (Figure 8.2 (e) to (f) and Figure 8.3).  Using the LST method 

the energy of the exchange barrier was calculated to be 1.10 eV.  For comparison, 

analogous results for Si were included in Figure 8.3 to highlight the difference in 

the migration energy profiles between the two materials (although experimentally in 

Si P is transported mainly via an interstitial mechanism [1]).  As can be observed 

from Figure 8.3 the migration energy barriers for PV in Si are significantly higher.  

This is consistent to the study of Zhang et al. [18], which predicted that the 

migration energy barriers for AsV pairs in Si are higher by 0.26 eV compared to the 

migration energy barriers for AsV pairs in Ge. 
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Figure 8.2 A schematic view of the ring mechanism of diffusion of the PV pair (P = 

black circles and V = squares) projected onto the (111) surface of Ge. (a) Initial 

configuration; (b), (d) second nearest neighbour; (c) third nearest neighbour; (e) to 

(f) exchange of P to V.  
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Figure 8.3 The migration energy profile of the PV pair is Ge and Si.  Position 1 

represents the initial configuration of the PV pair (Figure 8.2 (a)) and position f the 

final configuration (Figure 8.2 (f)).  

 

 

8.3.4 PV Migration in the Presence of C 

Again similar methodology to the previous section is used.  To study the influence 

of C on PV diffusion in Ge, a C atom is introduced into the supercell.  Three 

representative cases of PV diffusion in the presence of C will be considered (Figures 

8.4-8.6).    
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In the first case (Mechanism A), the initial configuration of the C atom is at a 

second nearest neighbour site with respect to P (Figure 8.4 (A)).  The V then moves 

around in the ring (Figure 8.4 (A) to (F)) until it is positioned in-between the C and 

the P atom.  The relative energy profile of Mechanism A with respect to the case 

where there is no C in the lattice and Mechanisms B and C that will be considered 

below is given in Figure 8.7.  It can be observed from Figure 8.7 that the most 

significant contribution to the migration energy is the exchange between the V and 

P (Figure 8.4 (E) to (F)).  That is, progressing from the CVP to the CPV cluster has 

an energy barrier of 2.09 eV.  This is about 1 eV higher than the exchange between 

the V and P (Figure 8.2 (e) to (f)) in Ge in the absence of C. 

In Mechanism B, the V not only exchanges position with the P substitutional 

(Figure 8.5 (G) and (H)) but also with the C atom (Figure 8.5 (K) and (L)).  The 

latter, evolving from cluster VCP to CVP, results in an even higher energy barrier 

(2.91 eV).  It must be noted that the CV pair is only bound by -0.07 eV in Ge [8]. 

Finally, Mechanism C (Figure 8.6) has a very similar profile to Mechanism A. 

Again the most significant contribution is the exchange between V and P (Figure 

8.6 (Q) and (R)), from CPV to CVP. 
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Figure 8.4 A schematic view of the diffusion of the PV pair in Ge in the presence of 

C via Mechanism A (P = black circles, C = white circles and V = squares). 
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Figure 8.5 A schematic view of the diffusion of the PV pair in Ge in the presence of 

C via Mechanism B (P = black circles, C = white circles and V = squares). 
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Figure 8.6 A schematic view of the diffusion of the PV pair in Ge in the presence of 

C via Mechanism C (P = black circles, C = white circles and V = squares). 
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Figure 8.7 The migration energy profile of the PV pair in Ge and in Ge in the 

presence of C (dash line). 
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8.4 Summary 

The migration of PV pairs in Ge and in Ge doped with C was investigated using 

LST with DFT techniques.  The high formation energy of the self-interstitials in Ge 

in conjunction with the stability of the PV pairs implies that the V-mediated 

diffusion of P will prevail.  In Ge the PV ring mechanism of diffusion is more 

favourable than in Si analogously to the case of AsV.  In Ge the migration energy of 

PV pairs in Ge in the presence of C is higher by 0.99-1.81 eV.  Thus the diffusion of 

PV pairs is retarded in the presence of C.  
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Chapter 9 

Implantation and Diffusion of Phosphorous 

 

Part of the results presented here is published in Materials Science in 

Semiconductor Processing, 9, 640-643 (2006). 

 

 

9.1 Introduction 

The knowledge of the equilibrium diffusion behavior of dopants is the basis for 

understanding diffusion mechanisms at the microscopic level.  Phosphorous is one 

of the most important n-type dopants in Si-based devices [1] and is expected to play 

a similar role for germanium-based devices [2].  In silicon, phosphorous atoms 

diffuse mainly via a silicon interstitial-mediated mechanism [3].  In early 

experiments the diffusion of phosphorous in germanium was studied using the 

isotope tracer method and the p-n junction method [2, 4].  Therefore, in contrast to 

silicon, research on the diffusion of dopants in germanium has effectively 

commenced only in the last few years, both for n-type and p-type dopants.  In the 

case of high concentrations, phosphorous diffusion has been previously explained 

with the use of models involving phosphorous-vacancy pairs (PV) [5].    The aim of 

this chapter is to investigate the implantation and diffusion of phosphorous in 

germanium, under various conditions, as a function of the dose, implantation energy 

and capping layer.  
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9.2 Experimental Details 

Phosphorous 31P+ was implanted in Czochralski p-type Ge (100) substrates at 7˚, to 

avoid channeling effects, with implantation energies of 30 keV, 50 keV and 150 

keV and doses of 5x1013 cm-2 and 1015 cm-2.  The wafers were obtained from a 

commercial ventor (UMICORE). Silicon substrates were also implanted with the 

same energies and doses for calibration purposes.  After implantation, germanium 

substrates were cleaved into samples and cleaned by cyclic rinsing between 50:1 

HF solution and DI water, a method that was developed by Deegan and Hughes [6].  

Subsequently, part of the samples was covered with a 40 nm sputtered SiO2 or 80 

nm silicon nitride Si3N4 capping layer.  Capped and uncapped samples were 

annealed at a range of times (30 min to 5 hrs) in a conventional resistance-heated 

furnace at 773 K.  The ambient environment during annealing was N2.  The 

ramping rate to the final temperatures was 10 K/min.  The dopant profile of all the 

samples was subsequently analyzed using SIMS.  The measurements were 

performed by means of a Phi ADAPT SIMS instrument using a 15 keV Cs+ beam at 

45o to the sample surface.  The species monitored were 74Ge+ and 31P+.  A scan 

width of 100 µm was used with a gated signal. 

 

9.3 Results and Discussion 

Figure 9.1 shows the concentration profile of phosphorous after ion implantation for 

two energies (50 keV and 150 keV) and at a dose of 5x1013 cm-2.  In the same figure 

the estimations of SRIM [7] concerning the as-implanted profiles are also shown for 

comparison.  It is observed that SRIM simulations can not accurately reproduce the 
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exponential tail of the distribution, a result that has been highlighted in a recent 

study [8], but for different experimental conditions.  The inability of SRIM to 

reproduce the experimental profile for germanium is partly due to the fact that the 

simulation is based on ion implantation into amorphous germanium. 

Figure 9.2 shows the SIMS profiles of uncapped samples implanted with 

phosphorous at a dose of 5x1013 cm-2 and energies of 50 keV (Figure 9.2a) and 150 

keV (Figure 9.2 b) and annealed at 773 K for 5 hrs.  In the same figures the as-

implanted profiles are included for comparison.  Germanium surface evaporation 

and subsequent phosphorous dose loss is significant especially in the case of the 

shallower implant (50 keV) where a dose loss of about 40% was calculated by 

SIMS for the dopant for 3 hrs annealing.  For comparison in the 150 keV sample 

there was a dose loss of 12%.  For uncapped samples annealed at higher 

temperatures (up to 1023 K), the evaporation of germanium surface and 

consequently the loss of phosphorous dose can be severe.  This result indicates that 

the use of a capping layer is required when performing thermal treatment of 

implanted samples, even at low temperatures.  Moreover, special attention should 

be paid when using previous experimental results, where a capping layer was not 

present during the annealing experiments. 

In order to passivate the surface and to reduce the loss of phosphorous, two 

capping layers were examined, a 40 nm SiO2 and an 80 nm Si3N4, both deposited by 

sputtering.  Figure 9.3 shows the SIMS profile of phosphorous after implantation at 

50 keV with a dose of 5×1013 cm-2 and annealing at 773 K for 30min and 2 hrs, for 

nitride-capped samples.  It is observed that no significant diffusion of phosphorous 
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is observed at these low concentrations, in agreement with previous experimental 

results [9].  Similar results were obtained for oxide capped samples. 
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Figure 9.1 Experimental (SIMS) and simulated (SRIM) phosphorous profiles after 

implantation with a dose of dose 5x1013 cm-2 and for two energies (50 and 150 

keV). 
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Figure 9.2 Phosphorous concentrations for uncapped samples, implanted with a 

dose of 5x1013 cm-2 and   energy (a) 50 keV and (b) 150 keV, and after annealing at 

773 K for 5hrs. 
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Figure 9.4 shows the SIMS profile of phosphorous after implantation at 30 

keV with a dose of 1015 cm-2 and annealing at 773 K for 2 hrs.  The concentration 

peak of the as-implanted profile is 1.8x1020 cm-3 and is therefore comparable with 

the maximum solubility of phosphorous in germanium [10].  It is observed that for 

these conditions concentration dependent phosphorous diffusion is observed.  

Phosphorous diffuses faster at the higher concentration regions compared to the 

lower concentration tails, resulting in a “box profile”.  A similar “box profile” has 

been reported in a previous study for different implantation and annealing 

conditions [9].  Such an enhanced diffusion at high concentrations has been 

explained by considering PV pairs in germanium, the excess of vacancies being 

created during the phosphorous implantation [5, 9].  The phosphorous “box profile” 

was observed for both the capped and uncapped samples.  In the case of the samples 

covered with SiO2 and the uncapped samples a significant loss of the phosphorous 

dose was observed.  According to the SIMS analysis the phosphorous dose losses 

were determined to be 44% and 75% for the SiO2 capped and the uncapped sample, 

respectively.  In the case of the Si3N4 sample a high peak is observed at the 

interface with the germanium substrate, probably due to the SIMS artifacts (SiH 

species), and therefore the precise determination of the dose loss is not feasible 

without further analysis.   

However, it is important to notice from Figure 9.4 that for the same 

conditions, the diffusion of phosphorous depends on the nature of the capping layer 

(oxide or nitride), the diffusion being enhanced for nitride capping layer compared 

to oxide capping layer.   
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Figure 9.3 Phosphorous concentrations for nitride-capped samples, after annealing 

for 30 min and 2 hrs at 773 K. 

 

There are two possible causes for this difference.  It is possible that there are 

interfacial reactions or/and change in the stress distribution into the deposited layers 

that could result in variations in the concentration of point defect into the substrate, 

and consequently to different diffusion phenomena.  On the other hand, it is 

possible that the observed differences in the two cases might be an indirect way to 

conclude that silicon nitride blocks more effectively phosphorous out-diffusion.  In 

this case, higher concentrations would be expected for the nitride-capped samples, 

which would lead to enhanced diffusion of phosphorous, as observed 
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experimentally.  Further analysis and experiments are required in order clarify this 

point.  
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Figure 9.4 Comparison between phosphorous profiles for various capping layers 

(silicon dioxide and silicon nitride) after annealing at 773 K for 2 hrs of high-dose 

implanted germanium samples (1015 cm-2, 30 keV). The as-implanted as well as the 

P profile of uncapped samples, annealed at the same conditions, is also shown in the 

figure. 
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9.4 Summary  

In summary, the implantation and diffusion of phosphorous in germanium 

substrates were investigated as a function of the implantation conditions and the 

capping layer used to passivate germanium surface during annealing.  For low 

phosphorous concentrations insignificant diffusion was observed for the applied 

thermal budgets.  For higher concentration, phosphorous profiles exhibit a boxlike 

shape, which is characteristic of concentration dependent diffusion.  Important dose 

loss (up to 75%) has been observed due to out-diffusion and evaporation of the 

substrate, especially in the case of shallow as-implanted profiles.  The use of 

various capping layers was examined and differences were observed in the diffusion 

of high concentration phosphorous profiles.  
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Chapter 10 

Effect of Substrate Sublimation and Surface 
Passivation on the Diffusion of Implanted 

Phosphorous 
 

 

‘So he (Democritus) thinks that they hold on to one another and remain together 

up to the time when some stronger force reaches them from their environment 

and shakes them and scatters them apart.’   

Aristotle 

 

 

10.1 Introduction 

Several studies concerning phosphorous (P) implantation and diffusion in 

germanium (Ge) have been published during the last few years [1-9].  An 

observation, common in many previous studies is that a significant P dose loss is 

taking place during the drive-in annealing following the implantation process in the 

case of non-passivated Ge substrates [1, 3, 6-8].  This has motivated the passivation 

of the Ge surface (usually by the deposition of a silicon dioxide, SiO2, layer) in 

order to prevent the dopant loss [1, 2, 5, 6, 8].  The SiO2 capping layer could not 

effectively reduce the P dose loss, which in some cases was of the same order as in 

the unprotected Ge substrates [6].  
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The phenomenon of P dose loss is of critical importance for both 

technological (limitations in active carrier concentration [8]) and basic research 

(accurate study of microscopic diffusion mechanisms in Ge [2]) reasons. 

Previous studies attribute P dose loss to dopant out-diffusion for both non-

protected and protected Ge substrates, but had not considered the possibility of 

substrate sublimation during annealing.  The principle aims of this chapter are to 

demonstrate and quantify the effect of Ge substrate sublimation during low 

temperature conventional annealing and to investigate its influence on P diffusion.  

Finally, the effectiveness of different capping layers such as SiO2 and silicon nitride 

(Si3N4) to protect the Ge surface will be discussed. 

 

10.2 Experimental Details 

The Czochralski p-type Ge substrates of (100) orientation used in the present study 

were obtained from a commercial vendor (UMICORE).  In order to study the Ge 

substrate evaporation during annealing, the surface of a non-implanted Ge wafer 

was covered with 500 nm of sputtered SiO2.  SiO2 patterned lines were formed 

using lithography and wet etching.  In particular the SiO2 – capped samples were 

covered with photoresist by spin coating to produce auniformly thin layer.  The 

photoresist-coated samples were subsequently prebaked to drive off excess solvent 

at about 373 K for 10 minutes.  With the use of a mask (parallel lines) and 

ultraviolet light lines of the photoresist became chemically less stable.  Then with 

the use of a developer these lines were removed and SiO2 lines were exposed.  The 

samples were then hard-baked to solidify the remaining photoresist.  Using BHF the 
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uncovered (by photoresist) SiO2 lines were removed revealing the Ge surface.  

Subsequently the remaining photoresist was removed with a “resist stripper”.  This 

defined areas on the Ge surface that were either passivated by SiO2 or non-

passivated.  Prior to annealing samples were immersed in ethanol (plus ultrasound) 

for 10 min, propanol for 5 min and finally deionised water.  Subsequently samples 

were annealed at various temperatures (773 K, 798 K and 823 K) and times (20 min 

to 2 hrs) in a conventional resistance-heated furnace.  After the annealing process, 

the SiO2 lines were chemically removed and the height difference between the 

passivated and non-passivated areas was measured using stylus profilometry and 

Atomic Force Microscopy (AFM).  

 

10.3 Results and Discussion 

10.3.1 Substrate Evaporation 

The AFM and profilometer measurements were in excellent agreement.  Figure 10.1 

is a typical AFM picture of a Ge sample annealed for 2 hrs at 773 K showing a step 

between the passivated (top of the step) and the non-passivated (bottom of the step) 

areas on the Ge surface, which is clear evidence of Ge substrate evaporation during 

annealing.  

From Figure 10.1 it is observed that the roughness is higher at the non-

passivated area, where evaporation takes place.  In particular the rms roughness of 

the passivated area of the step is 0.58 ± 0.02 nm (essentially the same as the rms 

roughness measured on the as-received wafers), whereas that of the unprotected 

bottom area is 2.8 ± 0.2 nm (see Figure 10.2).  The Ge evaporation depth is 



 153

extracted from the height difference between the passivated and non-passivated 

areas and is shown as a function of temperature in Table 10.1.  

 

 

 

 

 

Figure 10.1 An AFM picture of a Ge sample annealed for 2 hrs at 773 K showing a 

step between the covered and the uncovered area. 
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(a) 

 

(b) 
 

Figure 10.2 AFM pictures of the Ge sample annealed for 2 hrs at 773 K showing the 

significant difference in roughness between the (a) covered and (b) uncovered 

regions of the step. 
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Table 10.1 Evaporation depths (nm) of the Ge substrate for a range of annealing 

times and temperatures. 

 

 773 K 798 K 823 K 

20 min - - 46 ± 4 

30 min 13 ± 2 22 ± 2 57 ± 5 

40 min - - 69 ± 7 

60 min 19 ± 2 46 ± 2 - 

90 min - 65 ± 5 - 

120 min 28 ± 2 - - 
 

 

10.3.2 Surface Passivation 

After the effect of Ge substrate evaporation has been demonstrated and 

quantitatively studied, a second series of experiments was carried out in order to 

investigate its influence on implanted P diffusion in Ge and find ways to minimize 

it.  For this purpose 31P+ was implanted in Ge wafers of the same batch at a low 

dose of 5x1013 cm-2 with energies of 50 keV and 150 keV, and a high dose of 1015 

cm-2 with energy of 30 keV.  The ion beams were tilted by 7˚ to the Ge surface 

normal in order to minimize channelling effects.  After implantation, a part of the 

implanted Ge wafers was covered by 40 nm (sputtered) SiO2 layer, another part was 

covered by an 80 nm sputtered Si3N4 layer and the rest remained uncovered.  The 

samples were annealed at 773 K for various time intervals (1 hr to 5 hrs) in a 

conventional resistance-heated furnace.  The ramping rate to the final temperature 
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was 10 K/min.  P profiles were subsequently analyzed using Secondary Ion Mass 

Spectroscopy (SIMS) by a commercial vendor (Evans Analytical Group / Cascade 

Scientific).  In the case of the passivated samples the capping layer had been 

removed prior to SIMS measurements in order to avoid parasitic effects due to 

interfacial phenomena.  

Figure 10.3 shows SIMS profiles of low dose (5x1013 cm-2) phosphorous, in non-

passivated Ge wafers after annealing  at  773 K  for various times ranging from 1 hr 

to 5 hrs.  A significant P dose loss, was observed especially in the case of the 

shallower implant (50 keV), where a dose loss of about 28% , 47% and 54% was 

calculated (by integrating the SIMS profiles) for the dopant for 1 hr, 3 hrs and 5 hrs 

annealing respectively.  In the case of the deeper implant (150 keV) the 

corresponding dose loss was 3%, 13% and 14% respectively.  The P dose loss can 

be safely attributed to substrate sublimation according to the results presented 

before.  In the case of low dose P implantation the dopant dose loss is accompanied 

by insignificant diffusion for both energies examined.  This is in agreement with 

already reported data [8], indicating that the sublimation process does not induce 

defects into the substrate that could influence dopant diffusion. 

Figure 10.4 shows SIMS profiles of  high dose (1x1015 cm-2) P implanted 

samples (30 keV), non-passivated and SiO2 or  Si3N4 passivated, after annealing at 

773 K for 2 hrs.  The concentration peak of the as-implanted profile is near the 

maximum solubility of P in Ge [10].  A P dose loss has been observed, depending 
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Figure 10.3 Phosphorous profiles for uncapped Ge, implanted with a dose of 5x1013 

cm-2 at an energy of 50 keV (top figure) and 150 keV (bottom figure) after 

annealing at 773 K. 
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on the presence and the nature of the capping layer.  In particular, according to the 

SIMS analysis, the P dose loss was determined to be 75% for the non-passivated 

sample, 44% for the sample passivated with SiO2 and of the order of 10% for the 

sample passivated with Si3N4.  Although the use of SiO2 as a capping layer reduces 

(significantly but not in acceptable levels) the dopant dose loss, the presence of a 

denser material such as Si3N4 is more efficient. 

In a recent study, on TaN/HfO2/Ge MOS capacitors, Lu et al. [11] reported 

that the presence of a nitrogen-rich layer at the HfO2/Ge interface efficiently 

prevented Ge diffusion from the underlying GeO2 within the gate dielectric.  In the 

case of the uncapped sample, the P dose loss is attributed again to Ge substrate 

sublimation.  For the passivated samples the dopant loss could be attributed to out-

diffusion via segregation at the capping layer-Ge interface and diffusion within the 

capping layer.  In that respect, for the denser Si3N4, phosporous segregation 

becomes more difficult, thus leading to an accumulation of the dopant at the 

Si3N4/Ge interface.  Under high dose experimental conditions significant 

concentration-dependent diffusion of P has been observed with the high 

concentration regions diffusing faster as compared to the lower concentration tails.  

The resulting “box profile” has been reported in previous studies, but for different 

experimental conditions [5, 8].  The high concentration dependent diffusion of P 

has been previously explained by considering phosphorous-vacancy (PV) pairs in 

implanted Ge [8].  In addition, the extent of the P diffusion is affected by the type of 

the capping layer with enhanced diffusion observed in the presence of Si3N4 as 

compared to the diffusion in the presence of SiO2.  This result can be explained on 
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the basis of the concentration-dependent diffusion observed, since the Si3N4 - 

passivated substrate retains a higher proportion of the implanted dose during 

annealing. 
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Figure 10.4 P profiles after high dose (1015cm-2) implantation and subsequent 

annealing for 2 hrs at 773 K in uncovered and covered Ge substrates. 

 

 

10.4 Conclusions 

In conclusion Ge substrate evaporation during low temperature annealing has been 

clearly demonstrated and quantitatively studied.  As a consequence the P dose loss 
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and its dependence on implantation energy in uncovered Ge substrates can be 

attributed to this phenomenon.  A capping layer can retain the phosphorous, with 

the denser Si3N4 being more efficient as compared to SiO2.  In the case of high dose 

P implantation the extent of the subsequent concentration-dependent P diffusion is 

affected by the type of capping layer. 
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Chapter 11 
 

Concluding Comments 
 
 

 
The aim of this thesis is to make a contribution towards the understanding of defect 

processes in germanium.  Germanium is technologically important due to its 

potential application in advanced nanoelectronic devices [1-3].  Its high carrier 

mobility in synergy with the development of high-k dielectrics might reinstate its 

position as a dominant electronic material [4-6].  Due to the limited number of 

studies over the past decades on this subject, there are a great number of issues to be 

considered.  In that respect, no single study can address all of these issues of 

technological and scientific importance.  In the present work three main topics were 

considered using a combination of theoretical and experimental techniques.  These 

issues were the interaction of dopants with vacancies, the effect of co-doping with 

carbon and the protection of the germanium substrate (and implanted phosphorous) 

during thermal treatment. 

The first issue (Chapters 4-6) was to predict the interaction between dopant 

atoms and vacancies.  This is important as the continuous decrease in the size of 

electronic devices requires the formation of ultra-shallow junctions with high 

electrically active dopant concentrations.  Even though boron has been successfully 

introduced to p-type regions [2, 7], n-type dopants such as P or As have presented 

problematic diffusion and activation control [8-10].  In Chapter 4, electronic 

structure calculations have been used to predict the structures and relative energies 

of defect clusters formed between n-type dopants and lattice vacancies in 
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germanium.  These included phosphorous-vacancy, arsenic-vacancy and antimony-

vacancy pairs as well as larger clusters.  Equivalent defects in silicon have been also 

predicted, and these demonstrate the excellent correlation of the present simulations 

to previous experimental and theoretical studies.  The calculations highlighted 

similarities, but also important differences, in the cluster binding energies in Ge 

compared to Si.   

 A significant issue in heavily arsenic doped silicon is the formation of larger 

arsenic clusters and/or precipitates that lead to the modification of the diffusion 

profiles and the deactivation of arsenic atoms.  Here the study of the formation of 

larger arsenic-vacancy clusters has been extended in germanium.  In Chapter 5, 

DFT calculations have been used to investigate the structures and relative energies 

of defect clusters formed between arsenic atoms and lattice vacancies in 

germanium.  It was predicted that it is energetically favourable to form clusters 

containing up to four arsenic atoms tetrahedrally coordinated around a lattice 

vacancy.  Using a mass action analysis, the relative concentrations of arsenic atoms 

in different vacancy-arsenic clusters, unbound arsenic atoms, and unbound 

vacancies have been predicted.  At low temperatures, the four arsenic-vacancy 

cluster is energetically favoured over unbound vacancies while, at higher 

temperatures, unbound vacancies prevail.  In terms of concentration, no 

intermediate size of cluster is ever of significance. 

In Chapter 6, the structure and energetics of a range of impurity clusters in 

germanium has been systematically investigated.  By considering a range of 

isovalent and aliovalent dopants it becomes feasible to identify trends.  These 
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calculations provide an initial framework on the future study of the stability of 

dopant-vacancy clusters in germanium. 

The second issue (Chapters 7 and 8) was to investigate the effect of co-doping 

with carbon on the stability and migration of dopants in germanium.  More 

specifically in Chapter 7 electronic structure calculations have been used to study 

the interaction of carbon with isolated substitutional dopants (boron, phosphorous 

or arsenic), vacancies and dopant-vacancy pairs in germanium.  For comparison, 

equivalent defects where examined in silicon.  The results predict a range of 

different association preferences, with carbon being strongly bound in some cases, 

unbound in others.  For example, in germanium, the carbon-vacancy cluster is 

weakly bound whereas in silicon it is more strongly bound.  Conversely, dopant-

carbon pairs are not stable in either germanium or silicon compared to their isolated 

components.  If, however, they are formed during implantation, they will act as 

strong vacancy traps.  Details of clusters comprised of a dopant, carbon and 

vacancy have been also discussed with respect to their formation by the association 

of a vacancy or cluster pair. 

In Chapter 8, the activation energy of vacancy-phosphorous pairs in 

germanium was predicted to be 2.47 eV in excellent agreement with previous 

experimental studies.  The migration energy barriers of vacancy-phosphorous pairs 

in germanium in the presence of carbon are higher by at least 0.99 eV.  This 

supports the view that the diffusion of vacancy-phosphorous pairs in germanium is 

retarded in the presence of carbon as was determined in previous experimental 

studies. 
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The final issue considered (Chapters 9 and 10) was to determine 

experimentally the effect of capping, concentration and evaporation on the diffusion 

of implanted P in Ge.  In Chapter 9, the implantation and diffusion of phosphorous 

in germanium is studied.  Ge wafers were implanted at two different doses at a 

range of energies.  Part of the wafers were covered with a capping layer (silicon 

dioxide or silicon nitride) while the rest remained uncovered.  Subsequently the 

samples were furnace annealed in a nitrogen atmosphere at 773 K for a range of 

annealing times.  The experimental concentration profiles were obtained by 

Secondary Ion Mass Spectroscopy (SIMS).  In the case of uncovered samples, 

substrate evaporation and significant phosphorous dose loss was observed, 

depending on the implantation and annealing conditions.  At the lower implanted 

dose an insignificant diffusion of phosphorous atoms was observed, whereas at the 

higher implant dose, phosphorous diffusion exhibited a “box profile” consistent 

with previous experimental studies [11]. 

In Chapter 10, the germanium substrate sublimation and its influence on the 

implanted phosphorous dose loss was investigated in more detail.  It was observed 

that during low temperature thermal processes (as low as 773 K) uncapped 

germanium substrates evaporate.  A way to protect the germanium surface and to 

reduce phosphorous dose loss is capping by a silicon dioxide or a silicon nitride.  It 

was determined that silicon nitride is more efficient compared to silicon dioxide.  In 

the case of high dose implantation the type of the capping layer can also affect the 

extent of phosphorous concentration-dependent diffusion.   

 



 166

References 
 

[1] Y. J. Yang, W. S. Ho, C. F. Huang, S. T. Chang, and C. W. Liu, Appl. Phys. 

Lett. 91, 102103 (2007). 

 

[2] C. Claeys and E. Simoen (Eds), Germanium-Based Technologies-From 

Materials to Devices, Elsevier, Amsterdam, (2007). 

 

[3] G. Nicholas, B. De Jaeger, D. B. Brunco, P. Zimmerman, G. Eneman, K. 

Martens, M. Meuris, and M. M. Heyns, IEEE Electron Device Lett. 54, 2503 

(2007). 

 

[4] W. P. Bai, N. Lu, A. Ritenour, M. L. Lee, D. A. Antoniadis, and D. L. Kwong, 

IEEE Electron Device Lett. 27, 175 (2006). 

 

[5] N. Wu, Q. Zhang, C. Zhu, C. C. Yeo, S. J. Whang, A. Chin, D. L. Kwong, A. Y. 

Du, C. H. Tung, and N. Balasubramanian, Appl. Phys. Lett. 84, 3741 (2004). 

 

[6] D. P. Brunco, A. Dimoulas, N. Boukos, M. Houssa, T. Conard, K. Martens, C. 

Zhao, F. Bellenger, M. Caymax. M. Meuris, and M. M. Heyns, J. Appl. Phys. 102, 

24104 (2007). 

 

[7] S. Uppal, A. F. W. Willoughby, J. M. Bonar, N. E. B. Cowern, T. Grasby, R. J. 

H. Morris, and M. G. Dowsett, J. Appl. Phys. 96,  1376 (2004). 

 

[8] C. O. Chui, K. Gopalakrishnan, P. Griffin, J. D. Plummer, and K. C. Saraswat, 

Appl. Phys. Lett. 83, 3275 (2003). 

 

[9] M. S. Carroll and R. Koudelka, Semicond. Sci. Technol. 22, S164 (2007). 

 



 167

[10] A. Chroneos, D. Skarlatos, C. Tsamis, A. Christofi, D. S. McPhail, and R. 

Hung, Mater. Sci. Semicon. Proc. 9, 640 (2006). 

 

[11] A. Satta, T. Janssens, T. Clarysse, E. Simoen, M. Meuris, A. Benedetti, I. 

Hoflijk, B. De Jaeger, C. Demeurisse, and W. Vandervorst, J. Vac. Sci. Technol. B., 

24, 494 (2006). 

 

 

 
 

 
 
 
 
 

 

 

 

 

 

 

 

 

 

 
 
 
 

 

 



 168

Chapter 12 

Further Work 

 

The fundamental understanding of dopant diffusion and defect kinetics has been 

one of the most important research areas for the development of silicon (Si) 

technology.  Significant advances have been achieved in this field in Si technology, 

however as we are entering the nanoelectronics era the demand for smaller and 

faster devices will require the replacement of Si with alternative semiconductor 

materials such as germanium (Ge) and/or silicon germanium alloys (SiGe). 

In the case of silicon the diffusion of all technologically important dopants 

[such as phosphorous (P), arsenic (As), antimony (Sb) and boron (B)] are relatively 

well understood due to the large amount of experimental and theoretical work 

performed within the past decades.  However, in the case of Ge only few studies 

concerning dopant diffusion have been reported during the last decade (for example 

[1, 2] and references within).  The understanding of the nano-scale behaviour of 

dopants in Ge and SiGe is of critical importance not only for basic research reasons 

but also for the optimization of future nanoelectronics applications. 

In SiGe the complete solubility of Si and Ge is important for band-gap 

engineering between the two elements.  There exist several ab initio studies of 

diffusion mechanisms in Si but the literature in Ge and SiGe is more limited. It is 

feasible to apply similar theoretical methodologies in Si and Ge and study the defect 

chemistry of the two materials [3-5].  It is expected that the composition of SiGe 

will be critical for the structure of defect clusters and diffusion properties of dopants 
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in SiGe.  For example in a recent experimental study Eguchi et al., [6] have 

concluded that As diffusion in SiGe has a stronger vacancy component than As 

diffusion in Si.  It is therefore of importance to systematically study the effect of the 

SiGe alloy composition on dopant diffusion.  In that respect, atomic scale 

simulation has the ability to provide detailed information associated with diffusion 

mechanisms and can be used in synergy with experimental results to provide a 

detailed view of defect processes.   

In future studies the dopant diffusion and defect cluster formation in Ge and 

SiGe will be explored using experimental and computational techniques.  The aim 

will be to investigate the structure and energetics of a range of dopant-vacancy 

complexes in Ge and SiGe.  By considering a range of aliovalent and isovalent 

dopants it will become feasible to identify trends and differences in the defect 

chemistry of Ge and SiGe.  Of particular interest will be to assess the effect of the 

composition on the diffusion and stability of defect clusters in SiGe and Ge.  

Additionally, the interaction of C with dopants in Ge and SiGe will be 

systematically studied.   

 

12.1 Further Computational Studies 

Atomic scale simulation in synergy with experimental techniques has the ability to 

provide detailed information concerning the formation of those defect clusters that 

influence the diffusion mechanisms.  Using ab initio techniques the energetics and 

mechanisms of dopant diffusion in Ge and SiGe will be determined.  For SiGe 

alloys the optimum arrangement of the Si and Ge atoms (for a given Si and Ge 
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concentration) will be generated with the use of Monte-Carlo and/or molecular 

dynamics techniques.  These atomic coordinates will be thereafter input in the DFT 

calculations.  To determine the migration energy barriers of defects, methods such 

as the linear synchronous transit (LST) and quadratic synchronous transit (QST) 

will be applied [7].  The efficacy of the approach will be tested against experimental 

results and predictions via the popular nudged elastic band method.  The complexity 

of the stability of the dopants considered in this thesis highlights the need to 

understand bonding between the dopants and the host materials via systematic 

electron density calculations.   

 

12.1.1 Effect of Composition on Dopant-Vacancy Stability in SiGe 

In this study the focus will be on the energetics of those defect clusters that 

influence the diffusion mechanisms.  For completeness, a range of dopants (for 

example B, Al, Ga, C, Sn, P, As and Sb) and their interaction with vacancies in 

SiGe will be considered.  The objective of this study will be to investigate the effect 

of the lattice parameter and composition (from Si to Ge) of the host material on the 

stability of various dopant clusters.  This will potentially highlight the effect of the 

lattice parameter of the host material on the activation energy for dopant diffusion 

via the vacancy-mediated mechanism.   

 

12.1.2 Migration of Dopant-Vacancy Pairs in Ge and SiGe  

The activation energy of diffusion of a range of dopants (such as P, As and Sb) will 

be predicted in Ge and SiGe.  The future work will focus on the determination of 
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the optimum path for the diffusion of dopants and dopant-vacancy pairs.  The 

migration energy barrier will be related to the composition of the SiGe alloy and the 

defect species.  The predictions will be compared to experimental results. 

 

12.1.3 Interaction of Carbon with Dopants in Ge  

In Chapter 7 electronic structure simulations were used to study the effect of C on 

the binding energies of substitutional B-vacancy, P-vacancy and As-vacancy pairs 

in Ge and for comparison, equivalent pairs in Si.  It was concluded that the presence 

of carbon may retard the diffusion of impurities in germanium.  In future work the 

effect of C on the stability of a range of dopant (for example B, Al, Ga, In, C, Si, 

Sn, N, P, As and Sb) vacancy clusters will be systematically investigated.  The 

objective will be to relate the predictions to experimental results and thus be in a 

position to identify trends. 

 

12.2 Further Experimental Studies 

Isotopically controlled SiGe layers are highly appropriate to follow the 

simultaneous diffusion of dopants and self-atoms and thus to investigate the 

interaction between self- and foreign-atoms.  Structures doped with and without C 

provide additional information on the impact of this isovalent element on self- and 

dopant diffusion.  The experimental diffusion profiles are commonly compared with 

continuum theoretical calculations to determine the most likely mechanisms of 

diffusion and the properties of the point defects involved.  However, due to the 

macroscopic nature of experimental diffusion profiles, whose analysis basically 
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provides information about the transport capacities of the defects and possible 

defect reactions, no information about the microscopic structure and pathways of 

diffusion are obtained.  In this respect, atomistic scale simulations (density 

functional theory and molecular dynamics) can relate diffusion activation 

enthalpies, formation and migration enthalpies to specific microscopic defect 

structures and diffusion pathways.  The close collaboration between theory and 

experiment will not only stimulate new experiments and theoretical calculations but 

is also expected to improve our understanding on defect properties, defect reactions 

and diffusion in SiGe alloys. 
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Appendix B 
 

Hydroxide Models 
 
 
One of the problems faced by the microelectronics industry is the control of 

semiconductor surfaces.  In this regard, whenever a material comes into contact 

with the natural environment there is interaction with water (liquid or vapour).  For 

many metals and ceramics this takes the form of a chemical reaction in which a 

hydroxide (or oxyhydroxide) is formed.  For semiconductors it is important to 

understand the chemistry at the very surface layer.  This can be made particularly 

complex by the existence of cleaning chemical residue in addition to any water or 

hydroxide.  The aim is to develop flexible modelling approaches to surface structure 

predictions in which many structures are considered o that eventually a number of 

surface impurities and residues may be considered.  This may be feasible by 

applying a combination of atomic scale models and molecular dynamics techniques 

to study the interaction of the germanium interface with water and hydroxyl groups. 

 The full charge model developed during this D.Phil was published in the 

40th anniversary issue of the Journal of Material Science.  In that article the partial 

charge model developed mainly by Desai Kaajal was also published.  An 

application of the full charge model was the prediction of previously unknown 

hydroxide positions in aluminium and iron containing hydroxide minerals.  In this 

study, that was also published in the Journal of Material Science, the full charge 

model classical ionic potentials were compared to calculations using the density 



 179

functional theory (DFT) approach.  The DFT calculations were performed by 

Nicolas J. Ashley. Both papers are given bellow.      
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